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Abstract

We give a modern exposition of the construction, parameterization, and
character relations for discrete series L-packets of real reductive groups,
which are fundamental results due to Langlands and Shelstad. This expo-
sition incorporates recent developments not present in the original sources,
such as normalized geometric transfer factors and the canonical double
covers of tori and endoscopic groups, allowing for simpler statements and
proofs. We also prove some new results, such as a simple criterion for de-
tecting generic representations for a prescribed Whittaker datum, and an
explicit formula for the factor ∆I in terms of covers of tori.
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1 INTRODUCTION

The classification of the discrete series of representations for a real reductive
group was a fundamental achievement of Harish-Chandra and a key step to-
wards understanding the tempered representations and obtaining an explicit
Plancherel formula. Motivated by the emerging theory of the trace formula,
Langlands organized the tempered representations into packets [Lan89] and
Shelstad proved that these packets satisfy character relations with respect to
endoscopic groups [She82]. These fundamental results lie at the core of the
stabilization of the spectral side of the Arthur-Selberg trace formula and are
the cornerstone of many applications of the Langlands program to arithmetic
questions.

In this paper we give an exposition of these important results that is largely
self-contained and incorporates a number of developments and insights that
have occurred since the results were originally obtained. We focus on the case
of an essentially discrete series representation (which we henceforth abbreviate
to eds, see Definition 2.7.3). Our motivation to do so is two-fold. First, the
available expositions of the internal structure and character identities treat the
general case of tempered representations, which is more complicated due to
the reducibility of parabolic induction and the theory of the Knapp-Stein R-
group. The case of eds representations on the other hand is more direct and is
a good setting in which the basic ideas become visible. At the same time, it is
sufficient for many important applications.

Second, a number of developments over the ensuing years have enabled a
simplified construction of the L-packets and their internal structure, a more
natural statement of the character identities, and a more direct approach to
their proof. These developments include the introduction of pure and rigid in-
ner forms and the resulting normalizations of transfer factors [Vog93], [Kal11],
[Kal16b], the introduction of double covers of tori and the recognition of the
role they play in the classification of eds representations and the construction
of their packets [AV92], [AV16], [Kal19a], and the introduction of double cov-
ers of endoscopic groups, which alleviate the need for ad-hoc constructions
and technical work-arounds in the considerations of endoscopy [Kal22].

We utilize these developments to give a clean and direct account of the con-
struction, internal structure, and character identities of discrete series L-pack-
ets. This exposition is rather different from the classical literature and follows
more closely the developments in the p-adic case such as [Kal19b], whose com-
bination with double covers was hinted at in [Kal19a]. In particular, the state-
ment of the character identities that we ultimately present and prove in this
paper does not yet exist in the literature in this form. We do however addition-
ally present an alternative statement, for which an indirect and more compli-
cated proof was given in [Kal16b] based on the classical works of Langlands
and Shelstad.
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To improve readability of the paper, we have kept the main arguments short
and to the point: the construction and internal structure of L-packets is treated
in §4 in about 7 pages, and the endoscopic transfer in §5 in about 10 pages. At
the same time, we have included a somewhat lengthy discussion of relevant
background material in §2, as well as a discussion of genericity in §3 containing
results that do not yet appear in the literature.

To say more precisely what we do and how it differs from classical results, we
first review these results in the setting of discrete parameters. We refer to §2 for
an overview of the concepts that will appear. Let G be a connected reductive
R-group, Ĝ its complex dual group, and LG = Ĝ⋊Γ its L-group, where Γ is the
Galois group of C/R. A discrete Langlands parameter is an L-homomorphism
WR → LG whose image is not contained in a proper parabolic subgroup of
LG, or equivalently for which the centralizer group Sφ = Cent(φ, Ĝ) contains
Z(Ĝ)Γ with finite index; the finite group Sφ/Z(Ĝ)Γ turns out to be an abelian
2-group. Two such φ are considered equivalent if they are Ĝ-conjugate. To an
equivalence class of φ Langlands constructs in [Lan89, §3] a finite set Πφ(G) of
eds representations of G(R). This construction is a bit complicated due to the
fact that Langlands extracts by hand the explicit data contained in φ and uses
it to specify the representations in Πφ(G). The finite sets Πφ(G) form a disjoint
partition of the set of equivalence classes of irreducible eds representations of
G(R).

In [She82], Shelstad established an injective map π 7→ ⟨π,−⟩ from Πφ(G) to the
set of characters of the finite abelian group Sφ/Z(Ĝ)Γ. This map depends on
some auxiliary choices. Shelstad then proceeded to prove the following result.
Let (H, s,H, η) be an endoscopic datum with η(s) ∈ Sφ. Assume that there
exists, and fix, an L-isomorphism LH → H and let Lη : LH → LG denote its
composition with η : H → LG. We note that such an L-isomorphism need
not exist in general. By construction φ factors through Lη as φ = Lη ◦ φ′ for
a necessarily discrete parameter φ′ : WR → LH . Let Πφ′(H) be the associated
L-packet on H(R). Shelstad proved the existence of a function ∆ : H(R)sr ×
G(R)sr → C, which is implicitly defined and unique up multiplication by the
constant −1, and shows that there exists a constant c(∆) depending on ∆ such
that for all δ ∈ G(R)sr the following character identity holds

c(∆)
∑

π∈Πφ(G)

⟨π, s⟩Θπ(δ) =
∑
γ

∆(γ, δ)
∑

σ∈Πφ′ (H)

Θσ(γ), (1.1)

where γ runs over the set of (representatives for) the stable conjugacy classes of
strongly regular semi-simple elements of H(R), and Θπ and Θσ are the Harish-
Chandra character functions of the representations π and σ, respectively. The
proof of this identity is rather complicated due to the implicit nature of the
functions π 7→ ⟨π,−⟩ and ∆, and the constant c(∆).

In [LS87], Langlands and Shelstad succeeded in making the functions ∆ ex-
plicit. More precisely, they explicitly defined such functions for all local fields
of characteristic zero, in such a way that they satisfy a global product formula
related to the stabilization of the Arthur-Selberg trace formula. These functions
still remained ambiguous up to multiplication by a non-zero complex root of
unity (of order 2 over R). In a subsequent paper [LS90, Theorem 2.6.A] they
proved that these explicitly defined functions must coincide up to scalar with
those implicitly defined by Shelstad earlier. This result was indirect and relied
on Shelstad’s identity (1.1). This prompted Arthur to pose the question [Art08]
of rederiving Shelstad’s identity (1.1) directly in terms of the factors of [LS87],
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and without using the arguments of [LS90] and the implicit work of [She82].
This was undertaken by Shelstad in her papers [She08a] and [She10]. There she
explicitly defined the so called “spectral transfer factors” ∆(σ, π) and “compat-
ibility factors” ∆(σ, π, γ, δ), where σ and π are eds representations of H(R) and
G(R) respectively, γ ∈ H(R)sr, δ ∈ G(R)sr. The spectral transfer factor is, just
like the geometric transfer factor ∆(γ, δ), well-defined only up to a non-zero
complex scalar multiple. The compatibility factor ∆(σ, π, γ, δ) is canonical. Its
purpose is to link the arbitrary choices for normalizations of geometric and
spectral factors, by saying that a chosen normalization of ∆(γ, δ) is compatible
with a chosen normalization of ∆(σ, π) if the identity

∆(σ, π) = ∆(σ, π, γ, δ) ·∆(γ, δ)

holds for all possible σ, π, γ, δ, see [She10, §4]. Just like the variable γ matters
only up to stable conjugacy, the variable σ matters only up to L-packets, so
we may write ∆(φ′, π) in place of ∆(σ, π) whenever σ ∈ Πφ′(H). With this
notation, Shelstad proved the following modern version of her classical result∑

π∈Πφ(G)

∆(φ′, π)Θπ(δ) =
∑
γ

∆(γ, δ)
∑

σ∈Πφ′ (H)

Θσ(γ). (1.2)

The advantage of this result is that the terms ∆(γ, δ) and ∆(φ′, π) are now
explicitly constructed. The relationship between the spectral factor ∆(φ′, π)
and the character ⟨π, s⟩ in the previous formulation is

∆(φ′, π1)

∆(φ′, π2)
=
⟨π1, s⟩
⟨π2, s⟩

.

Note that both fractions are well-defined, since the ambiguity of all objects
cancels in the fractions. This relative identity is weaker than what is desired:
a version of (1.1) without implicit constants and arbitrary choices, or equiva-
lently a version of (1.2) but with the spectral transfer factor ∆(φ′, π) replaced
by a pairing ⟨π, s⟩ between Πφ(G) and a suitable version of Sφ.

The next step towards that goal was given by the “generic packet conjecture”
formulated by Shahidi in [Sha90], which in its strong form states that any tem-
pered L-packet containes a unique member that is generic with respect to a
fixed Whittaker datum w. The validity of this conjecture for real groups can be
extracted from the work of Kostant [Kos78] and Vogan [Vog78]. This prompted
Kottwitz and Shelstad to single out [KS99, §5.3] a normalization of the geomet-
ric factor ∆(γ, δ) depending on w when G is a quasi-split group. Shelstad was
able to prove [She08b, Theorem 11.5] that the compatibly normalized spec-
tral transfer factor ∆(φ, πw) is equal to 1 when πw is that unique generic con-
stituent. If we normalize the pairing ⟨πw, s⟩ to equal 1 for that same πw, then
for general π ∈ Πφ(G) one has

∆(φ′, π) = ⟨π, s⟩

and this finally leads to the clean formulation∑
π∈Πφ(G)

⟨π, s⟩Θπ(δ) =
∑
γ

∆(γ, δ)
∑

σ∈Πφ′ (H)

Θσ(γ) (1.3)

of the character identities, where π 7→ ⟨π,−⟩ is an injection of Πφ(G) into
(Sφ/Z(Ĝ)Γ)∗, uniquely determined to make the above identity true, and ∆(γ, δ)
is the Whittaker normalization of the geometric transfer factor.
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The main problem with (1.3) was that it was only available for quasi-split
groups (slightly more generally, quasi-split K-groups), because other groups
lack the concept of a Whittaker datum. For such more general groups, State-
ment (1.2) was still the only option.

The ideas that led to the resolution of this problem originated in the work of
Adams-Barbasch-Vogan [ABV92]. There the authors showed that the theory
becomes more balanced if one considers all groups in a given inner class to-
gether. However, one has to rigidify the concept of an inner form appropri-
ately. An easy, but incomplete, way to do this for general fields was introduced
in [ABV92] over R and in [Vog93] over general local fields, under the name
“pure inner form”. It was shown in [Kal11, §2.2] that pure inner forms can
be used to normalize transfer factors beyond the quasi-split case. To go be-
yond pure inner forms, the concept of strong rational form was introduced in
[ABV92] over R, but the associated methods didn’t generalize to other local
fields, and didn’t appear to have a connection to transfer factors. The ideas
needed to resolve this problem were based on the notion of Galois gerbe from
[LR87], and began taking shape in Kottwitz’s study [Kot97] of isocrystals with
additional structure. They led to the construction of rigid inner forms and to
the normalizations of transfer factors for all groups in [Kal16b] for character-
istic zero local fields, and in [Dil20] for positive characteristic local fields. It
was shown in [Kal16b, §5.2] and that over the base field R the concepts of rigid
inner forms and strong rational forms coincide. Moreover, it was shown in
[Kal16b, §5.6] that a suitable formulation of (1.3) holds for all real groups.

More precisely, there is a bijection π 7→ ⟨π,−⟩ between the union of the packets
Πφ(G) as G varies over all rigid inner forms of a given group, and π0(S

+
φ )∗,

where S+
φ is the preimage of Sφ in the universal cover of Ĝ. This bijection is

normalized so that ⟨πw,−⟩ = 1 when πw is the unique generic member in the
L-packet for φ on the unique quasi-split inner form. Then (1.3) hold for all
G, provided ∆(γ, δ) has been normalized using both the Whittaker datum w
and the rigid inner form datum, as discussed in [Kal16b, §5.3]. This claim was
proved in [Kal16b, §5.6] for all tempered φ, not just the discrete ones, using
the results of Shelstad from [She10] and [She08b]. Thus, while the statement
was clean, the proof was again roundabout and involved the construction and
study of objects, such as ∆(φ′, π) and ∆(σ, π, γ, δ), that were not needed for the
statement. Another issue with the proof was that it relied on [She08b, Theorem
11.5], whose proof was not direct, but rather involved a series of reductions
steps to the case of SL2(R), which was then left to the reader as a “well-known
computation”, but, at least to the authors of this article, that computation was
not known in any form other than the result for general groups that we will
formulate and prove in this note, see Proposition 3.3.3 and Lemma 5.5.1.

The final issue in the classical set-up that we want to discuss is that of the
assumed existence of an L-embedding LH → LG. In general such an L-em-
bedding does not exist. Instead, one is given an endoscopic datum (H, s,H, η),
where η is an L-embeddingH → LG, but there is generally no L-isomorphism
LH → H. In the classical set-up one makes an arbitrary choice of a z-extension
H1 → H and an L-embedding H → LH1 and then works not with represen-
tations σ of H(R), but rather with representations σ1 of H1(R) that transform
under a certain non-trivial character of the kernel H1(R) → H(R). This brings
yet another amount of ambiguity and complication into the theory.

Work of Adams and Vogan [AV92] introduced the idea that groups of the form
H should be understood as L-groups of topological covers of H(R). In [Kal22]
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it was shown that, in the setting of an endoscopic datum (H, s,H, η), there is
a natural double cover H(R)± → H(R) whose L-group is canonically identi-
fied with H. In other words, there is a canonical L-embedding LH± → LG.
Therefore, instead of assuming the existence of an (arbitrary) L-embedding
LH → LG and working with the L-packet Πφ′(H), or choosing a z-extension
H1 → H and an (again arbitrary) L-embedding H → LH1 and working with
the L-packet Πφ1(H1), one ought to consider an L-packet Πφ′(H±) consisting
of genuine representations of H(R)±, where φ′ : WR → LH± is the factor-
ization of φ through the canonical L-embedding LH± → LG. Here the word
“genuine” means that the non-trivial element in the kernel of H(R)± → H(R)
acts on the representation by the scalar −1. This allows the identity (1.3) to be
stated without the assumption of an existence of an L-embedding LH → LG,
and without an arbitrary choice of a z-extension. At this point, the identity
(1.3) becomes fully canonical and does not depend on any choices. It is also
worth pointing out that the explicit construction given in [LS87] of the trans-
fer factor ∆ is rather complicated and involves multiple factors, each of which
depends on auxiliary data. In contrast, the construction of ∆ in the setting of
the canonical cover H(R)±, which is given in [Kal22, §4.3], simplifies notice-
ably and becomes the product of two natural invariants, one of which has a
close relationship to the simple form of the transfer factor for Lie algebras de-
rived by Kottwitz in [Kot99]. Moreover, the entire factor attains the pleasant
property of being a locally constant function on the set of pairs of regular semi-
simple elements, whose values are complex roots of unity of bounded order.
This simplifies the analytic arguments.

After this overview of the classical statements and constructions and the his-
torical development of ideas, let us state the form in which we formulate and
prove the main result, and briefly describe the approach taken in this note.

We spend about the first half of the note to give in §2 a review of much of the
background that is needed for the main argument, in order to make the note
as self-contained as possible. Then, in §3, we discuss how to detect that an
eds representation is generic for a particular fixed Whittaker datum. This goes
beyond the classical work of Kostant [Kos78] and Vogan [Vog78], which treats
the question of when a representation is generic with respect to some Whittaker
datum. The main result of that section, Proposition 3.3.3, describes a simple
answer to this question that is entirely analogous to the answer for supercus-
pidal representations of p-adic groups (originally proved by DeBacker-Reeder
in a special case [DR10] and shown to hold much more generally in [Kal19b,
Lemma 6.2.2]). As far as we know this result has not yet been recorded in the
literature. It allows us to give a direct and explicit proof of Shelstad’s result
[She08b, Theorem 11.5].

In §4 we give the construction of the L-packet for a discrete series parameter.
Here we systematically use the device of admissible embeddings of tori into
reductive groups, and the existence of a canonical L-embedding from the L-
group of the natural double cover of a maximal torus into the L-group of G.
This provides a canonical factorization of the L-parameter into the L-group
of that double cover, hence a genuine character of that double cover. From
the genuine character we can explicitly produce a function on the set of regular
elements of that torus, and basic results of Harish-Chandra provide the desired
eds representation. The internal structure of the resulting L-packet is a simple
consequence of Tate-Nakayama duality. This approach is very conceptual and
avoids any explicit calculations using cocharacters and Galois cohomology. It
is also parallel to the constructions employed in the p-adic case, such as in
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[Kal19b].

The main result of §4 is the following. Let G0 be a quasi-split connected re-
ductive R-group with dual group G and L-group LG. For each discrete L-
parameter φ : WR → LG we explicitly construct the compound L-packet Πφ,
consisting of eds representations of pure (resp. rigid) inner twists of G0. Given
a Whittaker datum w for G0, we construct a bijection ιw : Πφ → π0(Sφ)

∗ in the
pure case, and ιw : Πφ → π0(S

+
φ )∗ in the rigid case, fitting into the commuta-

tive diagrams

Πφ
ιw //

��

π0(Sφ)
∗

��
H1(R, G0) // π0(Z(Ĝ)Γ)∗

resp. Πφ
ιw //

��

π0(S
+
φ )∗

��

H1
bas(ER, G0) // π0(Z( ̂̄G)+)∗

.

While rigid inner forms are more general than pure inner forms, and hence
subsume the latter, we have taken in this note the expositional approach of
treating the two cases side-by-side, and sometimes even treating only the case
of pure inner forms. The reason is that this simplifies the language, and the
argument in the rigid case is exactly the same as in the pure case.

If we are given a pure or rigid inner twist (ξ, z) : G0 → G of G0, then the fiber
of the left vertical map in the appropriate diagram over the isomorphism class
of (ξ, z) is the L-packet Πφ(G) consisting of eds representations of the group
G(R), and the restriction of ιw to that subset provides the internal structure of
that particular L-packet. Note that every connected reductive R-group G arises
this way, provided we use rigid inner forms.

In §5 we prove the endoscopic character identities. Our proof is direct and does
not involve considerations of spectral transfer factors or compatibility factors,
and does not appeal to prior expositions. Instead, we work directly with the
factor ∆(γ, δ), which in the setting of the canonical double cover H(R)± is the
product of two natural invariants. We show how one of these invariants sim-
ply measures the difference between the factorizations of φ and φ′ through the
L-groups of the natural double covers of the elliptic tori, while the other invari-
ant detects which member of Πφ(G) is generic. In this way, we show that the
factor ∆(γ, δ) plays both a geometric and a spectral role. For the convenience
of the reader, we give two versions of the character identities, one using the
language of covers, and one using the classical language. For each of those, we
give a statement using distributions (Theorem 5.1.1), and using the language
of functions (Theorem 5.2.1). We show that these two statements are equiva-
lent (Lemma 2.11.2) using the Weyl integration formula and its stable analog;
this equivalence is stated and proved for all local fields of characteristic zero.
We then begin the proof of Theorem 5.2.1 and first reduce it to the case of sim-
ply connected semi-simple groups and elliptic elements (Lemma 5.2.2), relying
on Harish-Chandra’s results about uniqueness of invariant eigendistributions.
The treatment of this essential case rests on an analysis of the structure of the
transfer factor and Harish-Chandra’s character formula for discrete series rep-
resentations. As part of the argument, we derive a new formula for the term
∆I of the transfer factor in terms of covers of tori, which is purely Lie-theoretic
and does not appeal to Galois cohomology, see Proposition 5.4.1.

We now state the character identities of Theorem 5.2.1. Keeping the already es-
tablished notation of the quasi-split group G0, the discrete parameter φ : WR →
LG, the Whittaker datum w for G0, and the rigid inner twist (ξ, z) : G0 → G,
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we now take in addition a refined endoscopic datum (H, s,H, η) for G, equiv-
alently for G0, such that η(s) ∈ Sφ in the pure and η(s) ∈ S+

φ in the rigid case.
This implies that φ factors through the inclusion η : H → LG. There is a canon-
ical topological double cover H(R)± of H(R) whose L-group LH±, as defined
in [Kal22, §2.6], comed equipped with a canonical isomorphism LH± → H ac-
cording to [Kal22, §3.1]. Writing Lη for the composition of η : H → LG with
this canonical isomorphism we obtain a discrete L-parameter φ′ : WR → LH±
satisfying φ = Lη ◦ φ′. The construction of §4.5 provides an L-packet of gen-
uine eds representations Πφ′(H) on H(R)± and Theorem 5.2.1(1) asserts the
identity

e(G)
∑

π∈Πφ(G)

⟨π, s⟩Θπ(δ) =
∑
γ

∆(γ̇, δ)
∑

σ∈Πφ′ (H±)

Θσ(γ̇), (1.4)

where e(G) is the Kottwitz sign of G, defined in [Kot83], ⟨π, s⟩ = ι(π)(s), ∆
is the transfer factor constructed in [Kal22, §4.3], and γ runs over a set of rep-
resentatives for the stable classes of strongly regular semi-simple elements of
H(R), while γ̇ ∈ H(R)± is an arbitrary lift of γ. Note that both ∆(γ̇, δ) and
Θσ(γ̇) are genuine functions of γ̇, so their product only depends on γ.

For readers who prefer to avoid the language of covers, we also give the fol-
lowing alternative formulation. Choose a z-extension H1 → H and an L-
embedding Lη1 : H → LH1; such a choice is always available [KS99, §2.2].
Since φ factors through η we can let φ1 be the composition of φ with Lη1. This
is a discrete parameter for H1 and we have the eds L-packet Πφ1(H1) for the
group H1(R). Theorem 5.2.1(2) asserts the identity

e(G)
∑

π∈Πφ(G)

⟨π, s⟩Θπ(δ) =
∑
γ

∆(γ1, δ)
∑

σ1∈Πφ1
(H1)

Θσ1
(γ1), (1.5)

Here again γ runs over a set of representatives for the stable classes of strongly
regular semi-simple elements of H(R), while γ1 ∈ H1(R) is an arbitrary lift of
γ under the surjective map H1(R)→ H(R). We note that there is a character λ
of K(R) = ker(H1(R)→ H(R)), depending on the choices of H1 and Lη1, such
that all representations in Πφ1(H1) transform under K(R) via λ, while ∆(γ1, δ)
transforms under K(R) via λ−1 in the first variable. Therefore the right hand
side again depends only on γ and not on the lift γ1.

We end this note with an apology about its length. Our goal was to give an
exposition of the construction of eds L-packets and their character identities
that is as simple and short as possible. This is achieved in sections 4 resp. 5 in
the span of 7 reps. 11 pages. But in order to make the note readable to mathe-
maticians in neighboring fields, we decided to include a lengthy introduction
and review sections, as well as a careful treatment of genericity, which became
ultimately responsible for a much longer text.

We thank Eric Opdam for some helpful advice.

2 RECOLLECTIONS

2.1 The L-group

We review the L-group of a connected reductive group following [Vog93, §2].
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Let F be a field. Assume first that F is separably closed. Let G be a con-
nected reductive F -group. Given a Borel pair (T,B) of G one has the based
root datum brd(T,B,G) = (X∗(T ),∆, X∗(T ),∆

∨), where ∆ ⊂ X∗(T ) is the set
of B-simple roots for the adjoint action of T on Lie(G), and ∆∨ ⊂ X∗(T ) are
the corresponding coroots. For a second Borel pair (T ′, B′), there is a unique
element of T ′(F )\G(F )/T (F ) that conjugates (T,B) to (T ′, B′). This element
provides an isomorphism brd(T,B,G)→ brd(T ′, B′, G). This procedure leads
to a system of based root data and isomorphisms, indexed by the set of Borel
pairs of G. The limit of that system is the based root datum brd(G) of G.

One can formalize the notion of a based root datum: we refer the reader to
[Spr09, §7.4] for the formal notion of a root datum, to which one has to add a
set of simple roots to obtain the formal notion of a based root datum. Based root
data can be placed into a category, in which all morphisms are isomorphisms,
for the evident notion of isomorphism of based root data. The classification of
connected reductive F -groups [Spr09, Theorem 9.6.2, Theorem 10.1.1] can be
stated as saying that G 7→ brd(G) is a full essentially surjective functor from the
category of connected reductive F -groups and isomorphisms to the category of
based root data and isomorphisms. Moreover, two morphisms lie in the same
fiber of this functor if and only if they differ by an inner automorphism.

Consider now a general field F , let F s a separable closure, Γ = Gal(F s/F ) the
Galois group. Given a connected reductive F -group G, there is a natural action
of Γ on the set of Borel pairs of GF s , and this leads to a natural action of Γ
on brd(GF s). We denote by brd(G) the based root datum brd(GF s) equipped
with this Γ-action. Given two connected reductive F -groups G1, G2, an iso-
morphism ξ : G1,F s → G2,F s is called an inner twist, if ξ−1 ◦ σ ◦ ξ ◦ σ−1 is an
inner automorphism of G1,F s for all σ ∈ Γ. The two groups G1, G2 are then
called inner forms of each other. The functor G 7→ brd(G) from the category
of connected reductive F -groups to the category of based root data over F and
isomorphisms is again essentially surjective. It maps inner twists to isomor-
phisms, and two inner twists map to the same isomorphism if they differ by an
inner automorphism. The fiber over a given based root datum over F consists
of all reductive groups that are inner forms of each other.

Given a based root datum (X,∆, Y,∆∨) over F , its dual (Y,∆∨, X,∆) is also a
based rood datum over F . If G is a connected reductive F -group with based
root datum (X,∆, Y,∆∨), its dual Ĝ is the unique split connected reductive
group defined over a chosen base field (we will work with C) with based root
datum (Y,∆∨, X,∆). Thus, given a Borel pair (T̂ , B̂) of Ĝ and a Borel pair
(T,B) of GF s , one is given an identification X∗(T̂ ) = X∗(T ) that identifies the
Weyl chambers associated to B̂ and B.

To form the L-group, one chooses a pinning (T̂ , B̂, {Yα}) of Ĝ. The group of
automorphisms of Ĝ that preserve this pinning is in natural isomorphism with
the group of automorphisms of brd(Ĝ), hence with that of brd(G). The Γ-
action on brd(G) then lifts to an action on Ĝ by algebraic automorphisms, and
LG = Ĝ⋊ Γ.

When G is quasi-split, (T,B) is an F -Borel pair, and (T̂ , B̂) is a Γ-stable Borel
pair of Ĝ, then the identification X∗(T ) = X∗(T̂ ) is Γ-equivariant.

9



2.2 Inner forms

Let G be a connected reductive F -group. An inner twist of G is a pair (G1, ξ)
where G1 is a connected reductive F -group and ξ : GF s → G1,F s is an isomor-
phism, such that for each σ ∈ Γ the automorphism ξ−1σ(ξ) = ξ−1 ◦ σ ◦ ξ ◦ σ−1

of GF s is inner. An isomorphism of inner twists (G1, ξ1)→ (G2, ξ2) is a homo-
morphism f : G1 → G2 of F -groups such that ξ−1

2 ◦ f ◦ ξ1 is an inner automor-
phism of GF s . From an inner twist (G1, ξ) we obtain the function Γ→ G/Z(G)
given by σ 7→ ξ−1σ(x). It is an element of Z1(F,G/Z(G)), whose cohomology
class depends only on the isomorphism class of (G1, ξ). In this way the set of
isomorphism classes of inner twists is in bijection with H1(F,G/Z(G)).

Following Vogan [Vog93], a pure inner twist of G is a triple (G1, ξ, z), where G1

is a connected reductive F -group, ξ : GF s → G1,F s is an isomorphism and z ∈
Z1(Γ, G), subject to ξ−1σ(ξ) = Ad(z̄σ), where z̄ ∈ Z1(F,G/Z(G)) is the image
of z under the natural projection G→ G/Z(G). An isomorphism of pure inner
twists (G1, ξ1, z1) → (G2, ξ2, z2) is a pair (f, g) consisting of an isomorphism
f : G1 → G2 of F -groups and g ∈ G0(F

s) such that ξ−1
2 ◦ f ◦ ξ1 = Ad(g) and

z2(σ) = gz1(σ)σ(g)
−1 for all σ ∈ Γ. The map (G1, ξ, z) 7→ z induces a bijection

from the set of isomorphism classes of pure inner twists to H1(F,G).

There is a lighter notation in which inner twists and pure inner twists can be
recorded. It is grounded on the fact that, if (G1, ξ) is an inner twist of G, with
z̄ ∈ Z1(F,G/Z(G)) given by z̄(σ) = ξ−1σ(ξ), and we let Gz̄ be the algebraic
F -group obtained from G by twisting the F -structure by z̄, then ξ becomes an
isomorphism of F -groups Gz̄ → G1, in fact an isomorphism of inner twists
(Gz̄, id) → (G1, ξ). Therefore the map z̄ 7→ (Gz̄, id) induces an injection from
Z1(F,G/Z(G)) into the class of all inner twists of G which meets every iso-
morphism class. Two elements of Z1(F,G/Z(G)) map into the same isomor-
phism class if and only if they lie in the same orbit for the action of G(F s) on
Z1(F,G/Z(G)) given by (g · z)(σ) = gz(σ)σ(g)−1. The orbits space for this
action is H1(F,G/Z(G)), and this gives the same identification between that
orbit space and the set of isomorphism classes of inner twists as above.

The same simplification applies to the notion of pure inner twist. There we
work with the set Z1(F,G) and obtain the embedding z 7→ (Gz, id, z) from
that set into the class of pure inner twists of G. Again the orbit space for the
action of G(F s) on Z1(F,G) by (g · z)(σ) = gz(σ)σ(g)−1 equals H1(F,G) and
is identified with the set of isomorphism classes of pure inner twists.

We now take F = R, hence F s = C. Then Γ = {1, c}, where c is complex
conjugation. An element of Z1(F,G) can be identified with the image of c,
which is an element of G(C). We can also think of this as an element of the
coset G(C) ⋊ c ⊂ G(C) ⋊ Γ. The elements of Z1(F,G) correspond precisely to
the elements of G(C)⋊ c of order 2.

In [ABV92] the notion of strong real form was introduced. This is an element
δ ∈ G(C)⋊ c, such that δ2 is a finite order element of Z(G)(C). In [Kal16b] this
notion was given a cohomological interpretation and was extended to non-
archimedean local fields. Following the latter reference, a rigid inner twist of G
is a triple (G1, ξ, z), where G1 is a connected reductive R-group, ξ : GC → G1,C
is an isomorphism and z ∈ Z1

bas(ER, G), subject to ξ−1σ(ξ) = Ad(z̄σ). Here 1→
uR(C) → ER → Γ → 1 is a certain extension of the Galois group, Z1

bas(ER, G)
denotes the group of continuous 1-cocycles ER → G(C) whose restriction to
uR(C) takes values in Z(G)(C), and z̄ is again the image of z under the natu-
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ral projection map G → G/Z(G); it factors through the quotient ER → Γ. An
isomorphism of pure inner twists (G1, ξ1, z1)→ (G2, ξ2, z2) is a pair (f, g) con-
sisting of an isomorphism f : G1 → G2 of R-groups and g ∈ G0(C) such that
ξ−1
2 ◦ f ◦ ξ1 = Ad(g) and z2(e) = gz1(e)σe(g)

−1 for all e ∈ ER, where σe ∈ Γ is
the image of e. The set of isomorphism classes of rigid inner twists is in bijec-
tion with H1

bas(ER, G). It is shown in [Kal16b, §5.2] that an element of G(C)⋊ c
whose square is a finite order element of Z(G)(C) naturally gives an element
of Z1

bas(ER, G), and this sets up a bijection between the set of G(C)-conjugacy
classes of the former and the set of cohomology classes of the latter.

Each of these three notions partitions the set of isomorphism classes of con-
nected reductive R-groups into equivalence classes. The notion of inner twist
is the most classical, stemming from the classification of reductive groups, and
each equivalence class has exactly one quasi-split member. Unfortunately, this
notion is not rigid enough for representation theory – the group of automor-
phisms of an inner twist (G1, ξ) is (G1/Z(G1))(R), and the conjugation by such
an element can be an outer automorphism of the Lie group G1(R).

The notion of pure inner twist is sufficiently rigid – the group of automor-
phisms of a pure inner twist (G1, ξ, z) is G1(R), hence acts by inner automor-
phisms of G1(R). Unfortunately, the equivalence classes induced by this notion
are generally smaller, and not all of them contain a quasi-split member.

The notion of a rigid inner twist is again sufficiently rigid, and in addition the
equivalence classes in induces coincide with those induced by the notion of
inner twist. This will be the notion that we will use.

For further discussion of this topic we refer the reader to [Vog93] and [Kal16a].

Given an inner twist ξ : G → G1, the isomorphism ξ induces an isomorphism
brd(G) → brd(G1), which is Γ-equivariant, even though ξ itself is not. This
leads to an identification of dual groups Ĝ = Ĝ1 and L-groups LG = LG1.

2.3 Admissible embeddings of tori

Let F be a field and let G be a connected reductive F -group. Let Ĝ be its dual
group, defined over any base field, which we take to be C, equipped with a
Γ-action.

Let S be an F -torus. We recall from [Kal19b, §5.1] that, given a Γ-stable Ĝ-
conjugacy class Ĵ of embeddings Ŝ → Ĝ whose images are maximal tori, there
is an associated Γ-stable G(F s)-conjugacy class J of embeddings S → G.

To obtain J , we first assume that G is quasi-split. Fix Γ-stable Borel pairs (T̂ , B̂)

and (T,B) in Ĝ and G, respectively. Thus we have the identifications X∗(T ) =

X∗(T̂ ) and Ω(T,G) = Ω(T̂ , Ĝ) as Γ-modules. There is ȷ̂ ∈ Ĵ with image T̂

and we obtain the isomorphism X∗(T ) = X∗(T̂ ) → X∗(Ŝ) = X∗(S), hence
an isomorphism j : SF s → TF s . We let J be the G(F s)-conjugacy class of the
composition of j with the inclusion T → G.

For σ ∈ Γ the embedding σ(ȷ̂ ) = σĜ ◦ ȷ̂ ◦ σŜ is Ĝ-conjugate to ȷ̂, but has
the same image because T̂ is Γ-stable, so there exists w ∈ Ω(T̂ , Ĝ) such that
σ(ȷ̂) = w ◦ ȷ̂. By construction of j we have σ(j) = w ◦ j, using Ω(T,G) =
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Ω(T̂ , Ĝ), and conclude that J is Γ-stable. Since all Γ-stable Borel pairs of Ĝ

are conjugate under ĜΓ, and all Γ-stable Borel pairs of G are conjugate under
G(F ), the construction of J does not depend on the choices of Borel pairs.

Now drop the assumption that G is quasi-split. We consider an inner twist
ξ : G0 → G with G0 quasi-split. It gives an identification Ĝ0 = Ĝ and we
obtain from Ĵ a Γ-stable G0(F

s)-conjugacy class J0 of embeddings S → G0.
Composing with ξ we obtain the desired G(F s)-conjugacy class J of embed-
dings S → G. It is Γ-stable, because the G(F s)-conjugacy class of ξ is.

This completes the construction of J . We will refer to it as the set of admissible
embeddings S → G. If we want to record the group G we will write JG.

Write J(F ) for the set of Γ-fixed points in J , i.e. the set of embeddings S →
G defined over F . When G = G0 is quasi-split, a result of Kottwitz [Kot82,
Corollary 2.2] guarantees that this set is non-empty. For a general G this set
may be empty. The group G(F ) acts on J(F ) by conjugation and we will write
J(F )/G(F ) for the set of orbits under this action.

Given any two elements j1, j2 ∈ J(F ) there exists g ∈ G(F s) such that j2 =
Ad(g) ◦ j1. The map σ 7→ j−1

1 (g−1σ(g)) is a 1-cocycle of Γ valued in S(F s). Its
class is independent of g and will be denoted by inv(j1, j2). For a fixed j ∈ J(F )
the map j2 7→ inv(j1, j2) is a bijection between J(F )/G(F ) and ker(H1(j1) :
H1(F, S)→ H1(F,G)).

One can combine multiple inner forms in this discussion to obtain a more uni-
form picture. This requires the use of pure or rigid inner twists. Fix a quasi-
split group G0. We start with the case of pure inner twists and consider tuples
(G, ξ, z, j), where (G, ξ, z) is a pure inner twist of G0 and j ∈ JG(F ). An iso-
morphism (G1, ξ1, z1, j1) → (G2, ξ2, z2, j2) between such tuples is an isomor-
phism (f, g) : (G1, ξ1, z1)→ (G2, ξ2, z2) of inner twists that satisfies j2 = f ◦ j1.
Let J (F ) be the category whose objects are these tuples and whose morphisms
are these isomorphisms. Given two tuples as above there exists g ∈ G0(F

s)
such that j2 = ξ2 ◦Ad(g) ◦ ξ−1

1 ◦ j1. The map

σ 7→ j−1
1 (ξ1(g

−1z2(σ)σ(g)z1(σ)
−1))

is a 1-cocycle Γ → S(F s) whose class inv(j2, j1) depends only on the isomor-
phism classes of the tuples. If we fix the tuple (G1, ξ1, z1, j1) then the map
(G2, ξ2, z2, j2) 7→ inv(j1, j2) induces a bijection from the set of isomorphism
classes [J (F )] to H1(F, S).

The individual groups can be extracted from the combined picture as follows.
For a fixed (G, ξ, z) we can view the set JG(F ) as the set of objects in a cate-
gory, with set of morphisms j1 → j2 given by {g ∈ G(F )|j2 = Ad(g) ◦ j1}.
Then we obtain an embedding (fully faithful functor) from JG(F ) to J (F ).
The category J (F ) decomposes into blocks, indexed by H1(F,G0), and each
block is equivalent to JG(F ) for some (G, ξ, z). In particular, the set of iso-
morphism classes [J (F )] is the disjoint union

⋃
H1(F,G0)

(JG(F )/G(F )). If we
choose j0 ∈ JG0(F ), then under the bijection [J (F )] → H1(F, S) given by
(G, ξ, z, j) 7→ inv(j, j0), an individual JG(F )/G(F ) coming from (G, ξ, z) is
mapped bijectively onto the fiber of H1(j0) : H1(F, S) → H1(F,G) over the
class of z.

The bijection [J (F )] → H1(F, S) coming from fixing (G, ξ, z, j) can be under-
stood as the orbit map for a natural action of H1(F, S) on [J (F )] that does not
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depend on any choices. To see this action it is easier to consider the simplified
notation, where a pure inner twist of G0 is understood simply as an element
z ∈ Z1(F,G0), in the sense that it corresponds to (Gz, id, z), where Gz is the F -
group obtained by twisting the rational structure of G0 by z. Then J consists
of pairs (z, j), where z ∈ Z1(F,G0) and j ∈ JG0 . Such a pair lies in J (F ) if and
only if j ∈ JGz (F ), which is explicitly given as Ad(z(σ))σG0

◦ j ◦ σ−1
S = j. The

group G0(F
s) acts on J by g · (z, j) = (gz(σ)σ(g)−1,Ad(g)◦ j). This action pre-

serves J (F ) and the orbit space is [J (F )]. We introduce the action of Z1(F, S)
on J (F ) as x · (z, j) = (j(x) · z, j) for x ∈ Z1(F, S) and (z, j) ∈ J (F ). One
checks directly that the actions of Z1(F, S) and G(F s) on J (F ) commute and
that the action of S(F s) on Z1(F, S) is compatible with the action of Z1(F, S)
on J (F ) in the sense that (s · x) · (z, j) = j(s) · (x · (z, j)). Thus we obtain an
action of H1(F, S) on [J (F )].

Lemma 2.3.1. The above action is simply transitive.

Proof. For simplicity, let x ∈ Z1(F, S), g ∈ G0(F
s), and (z, j) ∈ J (F ) be such

that g · (z, j) = x · (z, j). Then j = Ad(g) ◦ j from which we see that g = j(s)
for some s ∈ S(F s). We also have j(s)z(σ)σG0

(j(s))−1 = j(x(σ)) · z(σ) and
multiplying on the right by z(σ)−1 and using that (z, j) ∈ J (F ) we conclude
j(s · σS(s)

−1) = j(x(σ)), thus [x] = 1 in H1(F, S), as desired.

For transitivity, we need to show that any two elements of [J (F )] are in the
same H1(F, S) orbit. Since the members of JG0 are all conjugate under G0(F

s)
we may represent the two elements of [J (F )] by (z1, j) and (z2, j) with the
same j. The fact that both lie in J (F ) implies that Ad(z1(σ)) ◦ σG0 ◦ j =
Ad(z2(σ))◦σG0

◦ j. It follows that σ−1
G0

(z2(σ)
−1z1(σ)) lies in the image of j, and

we write it as j(σ−1
S (x(σ))) for some x(σ) ∈ S(F s). Using that (z1, j), (z2, j) ∈

J (F ) we see that j(x(σ)) = z1(σ)z2(σ)
−1. From this one easily checks that

x ∈ Z1(F, S) and concludes (z1, j) = x · (z2, j), as desired.

The procedure that produced J from Ĵ is invertible. Given a Γ-stable G(F s)-
conjugacy class J of embeddings S → G, we compose with ξ−1 to obtain a
Γ-stable G0(F

s)-conjugacy class J0 of embeddings S → G0. Pick a Γ-stable
Borel pairs (T,B) of G0 and (T̂ , B̂) of Ĝ. Choose j ∈ J0 giving an isomorphism
S → T and use it to get identifications X∗(Ŝ) = X∗(S) = X∗(T ) = X∗(T̂ ).
The resulting isomorphism Ŝ → T̂ is not Γ-equivariant, but translates the Γ-
structure on Ŝ to a twist by Ω(T̂ , Ĝ) of the Γ-structure on T̂ . Therefore the
composition of this isomorphism with the tautological inclusion T̂ → Ĝ has
the property that its Ĝ-conjugacy class Ĵ is Γ-stable.

The same discussion applies to the setting of rigid inner forms when the base
field is local. One should only replace H1(F,−) with H1(uF → EF , Z(G)→ −).

2.4 Representations and elements in inner forms

In §2.3 we reviewed the idea of grouping the various admissible embeddings
of a torus S into the different inner forms of a fixed group G0, thereby obtaining
a set J (F ) with an action of G0(F

s) on it. Here we follow the same idea, but
group elements or representations.

We focus on F = R, although the same procedure applies for any F of interest.
Let Π̃ be the set of pairs (z, π), where z ∈ Z1(F,G0) and π is an isomorphism
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class of irreducible admissible representations of Gz(F ), where Gz is again the
R-group obtained by twisting the R-structure of G0 by z. The group G0(C) acts
on this set by g · (z, π) = (gz(σ)σ(g)−1, π ◦ Ad(g)−1). Note that Ad(g) : Gz →
Ggz(σ)σ(g)−1 is an isomorphism of algebraic R-groups. Let Π = Π̃/G0(C). This
is the set of isomorphism classes of irreducible admissible representations of
pure inner forms of G0. The pairs (z, π) ∈ Π̃ with a fixed z correspond to all
isomorphism classes of representations of Gz(R).

Similarly, consider the set of pairs (z, δ), where z ∈ Z1(F,G0) and δ ∈ Gz(F ) is
a regular semi-simple element. The group G0(C) acts on this set by g · (z, δ) =
(gz(σ)σ(g)−1, gδg−1). If two pairs (z1, δ1) and (z2, δ2) are in the same orbit
for this action, we will call them stably conjugate. Just as with the case of ad-
missible embeddings, there is a cohomological invariant inv((z1, δ1), (z2, δ2)) ∈
H1(F, S1), where S1 ⊂ G0 is the centralizer of δ1, a maximal R-torus of Gz1 .
This invariant is the class of the 1-cocycle Γ→ S1 given by

σ 7→ g−1z2(σ)σ(g)z1(σ)
−1,

where g ∈ G0(C) is any element satisfying (z2, δ2) = g · (z1, δ1). If z1 = z2 = z
and inv((z, δ1), (z, δ2)) = 1, then g can be chosen to lie in Gz(R), and we see
that δ1 and δ2 are Gz(R)-conjugate. More generally, inv((z1, δ1), (z2, δ2)) = 1,
the element g can be chosen to be an isomorphism G1 → G2 defined over R.
In either case, we will call (z1, δ1) and (z2, δ2) rationally conjugate. With this in
mind, we call the orbit space for this action the set of rational classes of regular
semi-simple elements of pure inner forms.

The same discussion applies with pure inner forms replaced by rigid inner
forms, using the action of ER on G0(C) via the projection map ER → Γ.

2.5 Weyl denominators

Let G be a connected reductive R-group and T ⊂ G a maximal R-torus. One
can consider the function T (R)→ R defined as

DT (t) = DG
T (t) =

∏
α∈R(T,G)

(1− α(t)).

An element t ∈ T (R) is called regular if T is the identity component of its cen-
tralizer, and strongly regular if T is its centralizer. In either case, T is uniquely
determined by t, and we can write DT (t) = D(t).

In this paper we will normalize orbital integrals and characters by multiplying
them by |D(t)|1/2. Thus, for t ∈ T (R) strongly regular and f ∈ C∞c (G(R)) we
set

Oγ(f) = |D(t)|1/2
∫
G(R)/T (R)

f(gγg−1)dg/dt,

while for π admissible representation of G(R) we have the normalized charac-
ter function Θπ : G(R)sr → C determined by

tr(π(f)) = Θπ(f) =

∫
G(R)sr

|D(g)|−1/2Θπ(g)f(g)dg.

This has the advantage that the functions Oγ(f) and Θπ(γ) remain bounded as
γ approaches singular elements in T (R).
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We note here that the distribution f 7→ Oγ(f) depends on the choice of mea-
sures dg on G(R) and dt on T (R), the distribution f 7→ Θπ(f) depends on dg,
while the function γ 7→ Θπ(γ) does not depend on any choices.

An important role in this paper will be played by a function DB which has the
property that |DB | = |DT |1/2. To see this function, let us interpret DT as an
element of the group ring Z[Q], where Q ⊂ X∗(T ) ⊗ Q is the root lattice, we
we write the group operation on Q multiplicatively. Given a Borel C-subgroup
B ⊂ G containing T we write α > 0 when α is a B-positive root, and define

D′
B =

∏
α>0

(1− α−1) ∈ Q[Q], DB =
∏
α>0

(α1/2 − α−1/2) ∈ Q[Q]. (2.1)

In Q[Q] we have the identity

DB = ρ ·D′
B , (2.2)

where ρ =
∏

α>0 α
1/2 ∈ Q. This implies

DT = D′
B ·D′

B̄ = DB ·DB̄ ,

where B̄ is the Borel subgroup opposite to B. Moreover, for w ∈ Ω(T,G) we
have

wDB = Dw−1Bw = sgn(w)DB . (2.3)

In particular, |DB | is independent of the choice of B and hence |DT |1/2 = |DB |,
provided we can interpret DB as a function on T (R).

It is clear that D′
B is a function on T (R). If we want to interpret DB as a function

of T (R), the occurrence of α1/2 in the formula causes a problem. From (2.2) we
see that DB will be a function of T (R) if and only if ρ is, which is equivalent to
the element ρ lying in X∗(T ). This is always the case when G is semi-simple
and simply connected, but can fail in general. To remedy this situation, one can
introduce a double cover of T (R), which will be discussed in the next section.

2.6 Double covers of tori and L-embeddings

Let G be a connected reductive R-group and let T ⊂ G be a maximal torus.
An obstruction to the element DB defining a function on T (R) is the fact that
ρ ∈ 1

2X
∗(T ) may not lie in X∗(T ). To remedy this, Adams–Vogan introduce in

[AV92], [AV16] the ρ-double cover T (R)ρ as the pull-back of the diagram

T (R) ρ2

−→ C× (−)2←− C×,

which comes equipped with a natural character ρ : T (R)ρ → C×, namely the
projection onto the right factor C×. By construction we have an exact sequence

1→ {±1} → T (R)ρ → T (R)→ 1

and ρ is a genuine character, i.e. ρ(−x) = −ρ(x) for x ∈ T (R)ρ, where −x
denote the product of x and the element −1.

While the double cover T (R)ρ appears to depend on ρ, this is actually not so.
Indeed, for any other Borel C-subgroup B′ we have ρ′/ρ ∈ X∗(T ), which al-
lows us to define the genuine character ρ′ : T (R)ρ → C× as ρ · (ρ′/ρ). Combin-
ing this character with the natural projection T (R)ρ → T (R) gives a map from
T (R)ρ to the diagram defining T (R)ρ′ , hence an isomorphism T (R)ρ → T (R)ρ′ .
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To emphasize the independence of T (R)ρ on ρ, and emphasize the dependence
on the ambient group G, we will write T (R)G for this cover. For each Borel
C-subgroup B we have the genuine character ρB : T (R)G → C×.

In this paper we will be particularly interested in the case when T is elliptic.
Then there is a different way to obtain the ρ-cover that generalizes to all local
fields, as discussed in [Kal19a]. One first defines the “big cover” of T (R) as
follows. Each root provides a homomorphism α : T (R) → S1. Combining
these homomorphisms for a pair A = {α,−α} provides a homomorphism A :
T (R)→ S1−, where S1− ⊂ S1×S1 is the kernel of the product map S1×S1 → S1.
Define the “big cover” as the pull-back of

T (R) (α)−→
∏

S1−
z/z̄←−

∏
(C×/R>0)− (2.4)

where the products run over the set of pairs A = {α,−α} consisting of a
root and its negative, and (C×/R>0)− denotes analogously the anti-diagonal
in (C×/R>0)× (C×/R>0). The result is an extension

1→
∏
{±1} → T (R)GG → T (R)→ 1.

Under the isomorphism S1 → C×/R>0 the map z/z̄ becomes the squaring map,
and we see that T (R)GG is equipped with a character α1/2 : T (R)GG → S1 for
each root α, and that β1/2 = (α1/2)−1 whenever β = α−1. There is an obvious
surjective homomorphism T (R)GG → T (R)G whose kernel is the kernel of the
multiplication map

∏
{±1} → {±1}. The function α1/2−α−1/2 is well-defined

on the big cover, while for any choice Borel C-subgroup V the function

DB :=
∏
α>0

(α1/2 − α−1/2)

descends to the double cover T (R)G.

The action of the Weyl group ΩG(T )(R) lifts naturally to an action on T (R)G,
even on T (R)GG, because ΩG(T )(R) acts naturally on each term in (2.4). The
identity (2.3) holds for this function.

What makes the double cover T (R)G very useful in the setting of the Lang-
lands program is the fact that there is an associated L-group LTG, as well as
a canonical Ĝ-conjugacy class of L-embeddings LTG → LG, cf. [Kal19a, §4.1].
The property of the L-group LTG is that the set of T̂ -conjugacy classes of L-
homomorphisms WR → LTG is in natural bijection with the set of genuine
characters of T (R)G. Therefore, any L-parameter for G that factors through the
image of the embedding of LTG provides in a canonical way an ΩG(T )(R)-orbit
of genuine characters of T (R)G.

In contrast to LTG, there is generally no canonical L-embedding LT → LG.
In fact, if the Galois form of LT is used, there is generally no L-embedding
LT → LG at all, let alone a canonical one. If the Weil form of LT is used, then
there always do exist L-embeddings LT → LG, but there is generally no canon-
ical choice. If one chooses a genuine character of T (R)G, then the pointwise
product of its L-parameter WR → LTG with the natural inclusion T̂ → LTG

does lead to an L-isomorphism LT → LTG between the Weil forms of the L-
groups for T (R) and T (R)G. Composing this isomorphism with the canonical
L-embedding LTG → LG provides an L-embedding LT → LG, and every L-
embedding arises from this construction. A convenient choice for a genuine
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character on T (R)G is the character ρ associated to some Borel C-subgroup of
G containing T .

It is worth pointing out that all L-embeddings LT → LG, as well as all L-
embeddings LTG → LG, that extend a fixed embedding ȷ̂ : T̂ → Ĝ, have the
same image, namely

{x ∈ NLG(T̂ ) |x · ȷ̂(t) · x−1 = ȷ̂(σx(t)) ∀t ∈ T̂}, (2.5)

where σx ∈ Γ is the image of x under the natural projection LG→ Γ.

2.7 Essentially discrete series representations

We will recall here the definition of eds representations of real reductive groups
and their classification due to Harish-Chandra. We will need to allow for a
slightly different set-up than that in Harish-Chandra’s original papers.

The main results on discrete series representations appear in [HC65a], where
Harish-Chandra considers a real Lie group G that is connected, semi-simple,
and acceptable. An example is G = G(R) for a connected semi-simple simply
connected R-group G. Later, in [HC75], [HC76a], [HC76b], Harish-Chandra
works with a wider class of groups (known as “Harish-Chandra’s class”, con-
sisting of real Lie groups satisfying the conditions of [HC75, §3]), but his results
on discrete series still assume that the center of the group is compact.

The setting that we will need here is one that encompasses the groups G(R),
where G is a connected reductive R-group, as well as the covers of G(R) ob-
tained from [Kal22], because they will be important for endoscopy, as will be
discussed in §2.8 below.

Thus, we take G to be a real Lie group, g(R) its Lie algebra, and g the complex-
ification. We make the following assumptions:

1. g is a complex reductive Lie algebra.

2. If Gad is the complex connected semi-simple adjoint group associated to
the derived subalgebra g′ of g, i.e. Gad = Aut(g′)◦, then the action of G on
g comes from a (necessarily unique) homomorphism G → Gad(R) of real
Lie groups. Its kernel is equal to the center of G.

3. If Gsc is the complex connected semi-simple simply connected group as-
sociated to g′, i.e. the universal cover of Gad, then the natural homomor-
phism Gsc(R) → Gad(R) lifts (necessarily uniquely) to a homomorphism
Gsc(R)→ G of Lie groups.

4. Let G♮ be the image of Gsc(R)→ G. Then [G♮ · Z(G) : G] <∞.

Lemma 2.7.1. A group G satisfying the above conditions is in the Harish-Chandra
class provided π0(Z(G)) is finite.

Proof. Condition (1) of [HC75, §3] follows from Condition 2. above.

Condition (2) of [HC75, §3] follows from the fact that the analytic subgroup of
G corresponding to [g, g] is equal to the image G♮ of Gsc(R) → G. Any element
of the center of G♮ is therefore the image of an element x ∈ Gsc(R) that maps
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trivially to Gad(R), hence lies in the center of Gsc(R). We conclude that the
center of Gsc(R), which is finite, surjects onto the center of G♮.

For condition (3) we use that G♮ ⊂ G◦ and see that [G◦ : G] ≤ [G♮ · Z(G)◦ : G] ≤
[G♮ · Z(G) : G] · [Z(G)◦ : Z(G)] <∞.

One class of examples of this set-up arise as G = G(R), where G is a connected
reductive R-group. Another class of examples comes from the covers G(R)x of
such groups constructed in [Kal22] from characters x : π̄1(G) → C×. In both
cases π0(Z(G)) is finite, so these groups are in Harish-Chandra’s class.

Recall that, for any Lie group H one defines [H,H] ⊂ H to be the subgroup
generated by the commutators inH.

Lemma 2.7.2. The group G♮ is a connected semi-simple Lie group, and a closed Lie
subgroup of G with Lie algebra g′. We have

[G♮,G♮] = G♮ = [G,G] and Z(G♮) = Z(G) ∩ G♮.

The subgroup G♮ · Z(G) of G is an open and closed Lie subgroup.

Proof. We will cite some results from [Bou89]. For this, we note that what is
called a Lie subgroup in that reference ([Bou89, Chapter III, §1, no. 3, Definition
3]) is usually referred to as a closed Lie subgroup (see [Bou89, Chapter III, §1,
no. 3, Proposition 5]), and what is called an integral subgroup in that reference
([Bou89, Chapter III, §6, no. 2, Definition 1]) is usually referred to as a Lie
subgroup.

The Lie group Gsc(R) is connected [PR94, §7.2, Proposition 7.6]. Therefore,
[Bou89, Chapter III, §3, no. 2, Corollary 1] shows that G♮ is a Lie subgroup of G.
Since the kernel of Gsc(R) → G is contained in the kernel of Gsc(R) → Gad(R),
it is central and finite. Thus G♮ is a finite central quotient of the connected
semi-simple Lie group Gsc(R), hence itself a connected semi-simple Lie group.
According to [Bou89, Chapter III, §9, no. 8, Proposition 29], G♮ equals its own
commutator subgroup. The homomorphism Gsc(R) → G induces an isomor-
phism on Lie algebras and hence identifies g′ with the Lie algebra of G♮.

Moreover, the finiteness of the kernel of Gsc(R) → G♮ implies, via [Bou89,
Chapter III, §3, no. 2, Corollary 1], that the Lie algebra of G♮ equals the Lie
algebra of Gsc(R), which is g′(R). The latter is the derived subgalgebra of g(R).
It now follows from [Bou89, Chapter III, §9, no. 2, Proposition 4], applied with
A = B = G and C = G♮, that [G,G] = G♮.

Next we show that G♮ is a closed Lie subgroup, and G♮ · Z(G) is an open and
closed Lie subgroup. The latter is the image of the Lie group homomorphism
Gsc(R) × Z(G) → G given by composing the product operation on G with the
homomorphism Gsc(R) → G and the inclusion Z(G) → G. This Lie group ho-
momorphism induces an isomorphism on Lie algebras, via the decomposition
g = g′⊕z, where z is the center of g, and where we note that z(R) is the center of
g(R) and also the Lie algebra of Z(G), see [Bou89, Chapter III, §9, no. 3, Propo-
sition 9]. Therefore G♮ · Z(G) contains an open neighborhood of the identity
of G, and is hence open in G, and hence also closed. Since Gsc(R) → G♮ is a
quotient map, a subset U ⊂ G♮ is open if and only if its preimage V in Gsc(R)
is open. Then V ×Z(G) is open in Gsc(R)×Z(G), so its image U ′ in G♮ ·Z(G) is
open. We have U ′ ∩ G♮ = U . Since G♮ · Z(G) is open in G we see that U ′ is open
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in G, and conclude that G♮ carries the subspace topology inherited from G. Ac-
cording to [Bou89, Chapter III, §6, no. 2, Proposition 2], both G♮ and G♮ · Z(G)
are closed Lie subgroups of G.

Now we compute Z(G♮). This group is equal to the kernel of the action of G♮
on the Lie algebra of G♮, which is g′. By assumption 2. above, this is the same
as the kernel of G♮ → Gad(R), which in turn equals Z(G) ∩ G♮.

Definition 2.7.3. Let π be an admissible representation of G.

1. π is called square-integrable, or in the discrete series, if every matrix coeffi-
cient of π is square-integrable, i.e. belongs to L2(G).

2. π is called relatively square-integrable, or in the in the relative discrete series, if
π is unitary and every matrix coefficient of π is square-integrable modulo
the center of G, i.e. lies in L2(G/Z(G)).

3. π is called essentially square-integrable, or in the essentially discrete series (eds
for short), if there exists a character χ : G → C× such that π ⊗ χ is rela-
tively square-integrable.

Remark 2.7.4. It is clear that a square-integrable representation is relatively
square-integrable, and a relatively square-integrable representation is essen-
tially square-integrable. When Z(G) is not compact, a square-integrable repre-
sentation cannot exist, so the concepts of relatively square-integrable and es-
sentially square-integrable are the only ones that are available.

Some authors say that an irreducible representation π (not necessarily uni-
tary) is in the relative discrete series if the restrictions of its matrix coefficients to
the commutator subgroup are square-integrable. This commutator subgroup
equals G♮ by Lemma 2.7.2, so the next lemma shows that this is equivalent to
our notion of essentially square-integrable.

Lemma 2.7.5. Let π be an irreducible admissible (not necessarily unitary) represen-
tation of G. Then π is essentially square-integrable if and only its restriction to G♮
is square-integrable, in which case this restriction is a finite direct sum of irreducible
square-integrable representations.

Proof. The main part of the proof is contained in the following statement.

Claim: There exists a continuous group homomorphism χ : G → R>0 such that
π⊗χ is unitary if and only if π|G♮ is unitary, in which case π|G♮ is a finite direct
sum of irreducible unitary representations.

Proof: We begin by noticing that the claimed statement is insensitive to replac-
ing G by a finite index subgroup H that contains G♮. First, the representation
π|G♮ is unaffected by this change. Second, if there exists χ : G → C× such that
π⊗χ is unitary, then π|H⊗χ|H = (π⊗χ)|H is also unitary. Third, if there exists
χ : H → C× such that π ⊗ χ|H is unitary, then the divisibility of R>0 implies
that χ has a unique extension to G, and now we can use the finiteness of G/H to
average anyH-invariant scalar product on π ⊗ χ to obtain a G-invariant scalar
product. Fourth, while π|Hmay no longer be irreducible, it is still semi-simple
and of finite length ref, so we can apply the reasoning to each of its finitely
many irreducible summands.

This observation allow us to assume that G = G♮ · Z(G). Since π is irreducible
and admissible, its (g,K)-module is also irreducible and admissible ref, and
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Dixmier’s version of Schur’s lemma [Wal88, Lemma 0.5.3] implies that it has a
central character ω : Z(G) → C×, so its restriction to G♮ is still irreducible. If
there is χ : G → R>0 so that π ⊗ χ is unitary, then (π ⊗ χ)|G♮ is still unitary, but
χ has trivial restriction to G♮ by Lemma 2.7.2, so π|G♮ is unitary. Conversely,
assume that π|G♮ is unitary. Note that, since the center of Gsc(R) is finite, |ω|
restricts trivially to Z(G) ∩ G♮, hence extends to G, and π ⊗ |ω|−1 is a unitary
representation of G. �

Now suppose π|G♮ is square integrable. In particular it is unitary, so by the
above claim there is χ : G → R>0 so that π⊗χ is unitary. The matrix coefficients
of π|G♮ are the restrictions of the matrix coefficients of π to G♮. It follows that
the matrix coefficients of π ⊗ χ lie in L2(G♮/Z(G♮)). Since G♮/Z(G♮) is of finite
index in G/Z(G) we see that these matrix coefficients also lie in L2(G/Z(G)),
thus π is essentially square-integrable.

Conversely, suppose that π is essentially square-integrable, so that π ⊗ χ is
relatively square-integrable for some χ : G → C×. By above claim, (π⊗χ)|G♮ is
a finite direct sum of irreducible unitary representations. By Lemma 2.7.2, χ|G♮

is trivial, so π|G♮ is a finite direct sum of irreducible unitary representations.
The matrix coefficients of these representations are the restrictions of those of
π ⊗ χ, hence belong to L2(G♮).

Lemma 2.7.6. Assume that Gad has an anisotropic maximal torus Sad. The preimage
S ⊂ G of Sad(R) equals Z(G) · S♮, where S♮ = S ∩ G♮. In particular, S is abelian.

Proof. Let Ssc ⊂ Gsc be the preimage of Sad. It is also an anisotropic maxi-
mal torus. Then Ssc(R) and Sad(R) are connected compact abelian Lie groups.
Therefore, the natural map Ssc(R) → Sad(R) is surjective. This implies S =
Z(G) · S♮.

Let Sad(R)± → Sad(R) be the double cover defined in §2.6. We define the
double cover S± → S as the fiber product of S → Sad(R) ← Sad(R)±. The
action of Ω(Sad, Gad) on Sad(R) lifts naturally to both S and Sad(R)±, hence
also to S±.

Theorem 2.7.7. The set of eds representations of G is in bijection with the set of G-
conjugacy classes of pairs (S, τ), where S is the preimage in G is a compact maximal
torus of Gad(R) and τ is a regular genuine character of S±. This representation is
uniquely determined, among irreducible tempered representations, by the fact that its
character Θ is given on S by the formula

(−1)q(Gsc)
∑

w∈N(S,G)/S

τ

dτ
(wδ̇) = (−1)q(Gsc)

∑
w∈N(S,G)/S

τ ′

d′τ
(wδ). (2.6)

Furthermore, Θ is supported on Z(G) · G♮.

Remark 2.7.8. We want to clarify the terms “anisotropic”, “elliptic”, and “com-
pact”, for maximal tori. We call an algebraic R-torus S anisotropic if it contains
no non-trivial split torus. This is equivalent to the action of complex conjuga-
tion on its character module being multiplication by−1. This is also equivalent
to the real Lie group S(R) being compact. We call a maximal torus S ⊂ G el-
liptic, is S/Z(G) is anisotropic. We may thus call S an “elliptic” maximal torus
of G.
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Before we give the proof we explain the notation. Due to the construction of
the covers Ssc(R)± and Sad(R)±, the natural map Ssc(R) → Sad(R) lifts natu-
rally to a map Ssc(R)± → Sad(R)±, which leads to a lift of Ssc(R)→ S to a map
Ssc(R)± → S±. But the cover Ssc(R)± splits canonically, because ρ is divisible
by 2 in X∗(Ssc). Therefore, we have a map Ssc(R)→ S±. Pulling back τ under
this map produces a character τsc of Ssc(R). This character is algebraic since
Ssc(R) is compact, i.e. it is the restriction to Ssc(R) of a (unique) element of
X∗(Ssc) = Homalg.grp(Ssc(C),C×). The regularity assumption on τ is that this
element does not lie on any (absolute) root hyperplane. Note that this element
of X∗(Ssc) also coincides with the differential dτsc : Lie(Ssc)(R) → Lie(S1) un-
der the identifications Lie(Ssc)(R) = [X∗(Ssc) ⊗Z C]Γ = X∗(Ssc) ⊗Z iR and
Lie(S1) = iR. Hence dτsc is a regular element of X∗(Ssc), and specifies a
Weyl chamber, i.e. a Borel C-subgroup Bτ of Gad containing Sad. Write Dτ

in place of DBτ
for the Weyl denominator (2.1). Since our convention (cf. §2.5)

is to normalize orbital integrals and characters by the absolute value of this
denominator, we will only need dτ = argDτ . We compose dτ with the map
S± → Sad(R)±. Both τ and dτ are genuine functions of S±, so their quotient
τ/dτ descends to S.

In the second sum we have set τ ′ = τ · ρ−1
τ , and d′τ = dτ · ρ−1

τ , where ρτ =
ρBτ and we are using the notation of (2.2). In this way, both numerator and
denominator are functions on S. Note that ρB takes values in S1 because Sad is
elliptic.

Definition 2.7.9. We shall call the G-conjugacy class of the pair (S, τ) the Harish-
Chandra parameter of the corresponding eds representation.

Remark 2.7.10. Given a pair (S, τ) as above we can consider the differential
dτ : s(R) → Lie(C×) = C, where s = Lie(S). It is an R-linear map which
we may extend to a C-linear map s → C, and thus obtain an element of the
dual space s∗. We have the decomposition s = z ⊕ s′, where z = Lie(Z(G))
and s′ = s ∩ g′ and g′ = Lie(G♮). This dualizes to s∗ = z∗ ⊕ (s′)∗ and we can
decompose dτ = dτz + dτ ′. Note that dτ ′ coincides with the restriction of dτ to
s′ ⊂ s and hence with the differential of τsc, i.e. dτ ′ = dτsc. As discussed above
we have dτ ′ ∈ X∗(Ssc) ⊂ is′(R)∗. Finally note that the quotient g∗ → s∗ splits
canonically by taking the subspace of g∗ that is fixed by the coadjoint action of
S. The same holds for the quotient g′ → s′. Therefore we can identify dτ with
an element of z∗ ⊕ ig′(R) ⊂ g∗.

Proof of Theorem 2.7.7. When G = G(R) with G connected semi-simple sim-
ply connected R-group, this theorem is a celebrated result of Harish-Chandra
[HC65a]. The general case reduces to this by elementary considerations, which
we now give for the convenience of the reader.

Let π be an eds representation of G. Since π is irreducible and Z(G) · G♮ is
of finite index in G, the restriction of π to Z(G) · G♮ is a finite direct sum of
irreducible representations. They all share the same central character ω, namely
that of π. Therefore, each of them is of the form ω · π♮, with π♮ an irreducible
representation of G♮. The square-integrability of π♮ follows from that of π. The
inflation of π♮ to Gsc(R) is still square-integrable. By Harish-Chandra’s result
applied to Gsc(R), there exists an anisotropic maximal torus Ssc of Gsc and a
character τsc of Ssc(R) whose differential dτsc ∈ X∗(Ssc) is regular, with the
property that dτsc − ρτ is in the same Weyl chamber as ρτ , and so the character
of π♮ on Ssc(R) is given by the character formula (2.6) for the group Gsc(R) and
the character τsc.
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Since π♮ is pulled back from G♮ and the central character of this pull-back is
τ ′sc|Z(Gsc)(R), we see that τ ′sc factors through the surjection Ssc(R) → S♮. Its
restriction to S♮ ∩ Z(G) matches the central character ω of π. Therefore τ ′sc and
ω splice to a character τ ′ of Z(G) ·S♮, which equals S according to Lemma 2.7.6.
Let τ = τ ′ · ρτ . Thus we have a pair (S, τ) as in the statement of the theorem.
Since the G-orbit of π♮ is determined by π, so is the G-orbit of (S, τ).

Conversely, given a G-orbit of pairs (S, τ) we can invert the above procedure
and obtain a G-orbit of representations of Z(G) · G♮, all sharing the same char-
acter of Z(G), hence of the form ω · π♮, and with π♮ square-integrable.

Next we claim that the induction of ω · π♮ to G is irreducible, and when ω · π♮

arises as an irreducible constituent of the restriction of an eds representation
π of G, then π is equal to that induction. Indeed, let π1 be this induction. The
latter claim reduces to the former by using Frobenius reciprocity to obtain a
map π → π1 and using the irreducibility of π and π1. To show that π1 is irre-
ducible it suffices to check that the stabilizer of ω · π♮ for the action of G equals
Z(G) · G♮. If g ∈ G stabilizes ω · π♮, then it stabilizes the Gsc(R)-conjugacy class
of (Ssc, τsc). Multiplying g by an element of G♮ we may assume it stabilizes the
pair (Ssc, τsc). The regularity of τsc now implies that the image of g in Gad(R)
lies in Sad(R), hence g lies in S, which by Lemma 2.7.6 equals Z(G) · S♮ and
hence lies in Z(G) · G♮. The claim has thus been proved.

We have thus established that (isomorphism classes of) eds representations of
G are in bijection with G-conjugacy classes of pairs (S, τ) as in the statement of
the theorem.

Next we consider the character of a representation π corresponding to (S, τ)
evaluated at a regular element s ∈ G. Since π is induced from ω · π♮, the Frobe-
nius formula gives

Θπ(s) =
∑

g∈G/Z(G)·G♮

g−1sg∈Z(G)·G♮

Θω·π♮(g−1sg).

Noting that Z(G) · G♮ is normal in G we see that this character vanishes unless
s ∈ Z(G) · G♮. Next we take s ∈ S = Z(G) · S♮. Then the second condition in
the sum is vacuous. Since all anisotropic tori in Gad are conjugate under Gsc(R)
every coset in G/Z(G) · G♮ has a representative lying in N(S,G). The desired
character formula for π now follows from the corresponding formula for π♮.

To show that π is uniquely determined by its character restricted to S it is
enough to observe that this is true for π♮ by Harish-Chandra’s results, but the
formula for π shows that ω·π♮ is contained in the restriction of π to Z(G)·G♮.

2.8 Endoscopic groups and double covers

For the next few sections we will work with an arbitrary local field F ; the case
F = R is one example. Let G be a connected reductive F -group.

The notion of endoscopic data is introduced in [LS87, §1.2], and is a variation
of the notion of endoscopic pairs or endoscopic triples discussed in [Kot84] and
[Kot86]. It can be described equivalently as follows.

An endoscopic datum for G is a tuple (H, s,H, η) consisting of
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(1) a quasi-split connected reductive group H ,

(2) an extension 1→ Ĥ → H→ Γ→ 1 of topological groups,

(3) a semi-simple element s ∈ Z(Ĥ), and

(4) an L-embeddingH → LG.

It is required that

(a) the extensionH admits a splitting by a continuous group homomorphism
Γ→ H,

(b) the homomorphism Γ → Out(Ĥ) provided by H coincides with the one
provided by the extension LH ,

(c) η identifies Ĥ with the identity component of the centralizer of η(s) in Ĝ,

(d) there exists z ∈ Z(Ĝ) such that sη−1(z) ∈ Z(Ĥ)Γ.

The map η produces a Γ-equivariant embedding Z(Ĝ) → Z(Ĥ), that we will
use without explicit notation.

An isomorphism (H1, s1,H1, η1) → (H2, s2,H2, η2) is an element g ∈ Ĝ that
satisfies the following properties. First, Ad(g)η1(H1) = η2(H2). In particular,
η−1
2 ◦Ad(g)◦η1 is an L-isomorphismH1 → H2, and restricts to a Γ-equivariant

isomorphism Z(Ĥ1) → Z(Ĥ2). The second condition is that the resulting iso-
morphism π0(Z(Ĥ1)/Z(Ĝ)) → π0(Z(Ĥ2)/Z(Ĝ)) maps the coset of s1 to the
coset of s2.

In this paper we are working with pure (resp. rigid) inner twists, and this
necessitates a slight refinement of the notion of endoscopic datum. A pure re-
fined endoscopic datum is one in which it is required that s ∈ Z(Ĥ)Γ in point
(3), and this eliminates the need for condition (d). An isomorphism of such
data is required to map the coset of s1 to the coset of s2 under π0(Z(Ĥ1)

Γ) →
π0(Z(Ĥ2)

Γ), without dividing by Z(Ĝ). A rigid refined endoscopic datum re-
places s ∈ Z(Ĥ)Γ by ṡ ∈ Z( ̂̄H)+. An isomorphism of such data is required to
map the coset of ṡ1 to the coset of ṡ2 under π0(Z(̂̄H1)

+) → π0(Z(̂̄H2)
+). We

recall here that ̂̄G is the universal cover (as a complex Lie group) of Ĝ, and ̂̄H
is the fiber product of Ĥ → Ĝ ← ̂̄G and the superscript + denotes the inverse
image in ̂̄H.

Given an L-parameter φ : WR → LG and a semi-simple element s ∈ Sφ, where
Sφ = Cent(φ, Ĝ), one obtains a pure refined endoscopic datum as follows. Set
Ĥ = Cent(s, Ĝ)◦. The homomorphism φ : WR → Cent(s, Ĝ)→ Out(Ĥ) factors
through the projection WR → Γ. There is a unique (up to isomorphism) quasi-
split connected reductive R-group H with dual group Ĥ such that the homo-
morphism Γ → Out(H) = Out(Ĥ) induced by the R-structure of H matches
the one induced by φ. Set H = Ĥ · φ(WR), and let η be the tautological inclu-
sion H → LG. In the rigid setting, the same construction works starting with
ṡ ∈ S+

φ , where S+
φ is the preimage in ̂̄G of Sφ.
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By construction the parameter φ takes values in H. However, the extensions
H and LH of Γ by Ĥ need not be isomorphic, and even if they are, there is no
natural isomorphism between them. Therefore, φ is not a parameter for H in
any natural way. There are two ways to remedy this situation.

The classical approach is to choose a z-extension H1 → H and an L-embedding
H → LH1 that extends the natural embedding Ĥ → Ĥ1. These choices (which
always exist, cf. [KS99, §2.2]) are called a z-pair. They provide a parameter φ1

for H1.

An approach introduced in [Kal22] is to extend the theory of double covers of
tori from [Kal19a] to the setting of quasi-split connected reductive groups. The
datumH then leads to a canonical double cover H(F )± of H(F ) and a canonical
isomorphism LH± → H. In this way, φ naturally becomes a parameter for
H(F )±, and there are no choices involved. We will write φ′ : WR → LH± for
this parameter, so that φ is the composition of φ′ with the natural isomorphism
LH± → H and the inclusionH → LG.

2.9 Transfer of orbital integrals

We continue with a local field F (the main example for this note being F = R),
a connected reductive F -group G, and an endoscopic datum (H, s,H, η) for G.
We shall further assume that F has characteristic zero, because Theorem 2.9.1
below has so far been proved only under this assumption. In the pure setting
we demand s ∈ Z(Ĥ)Γ, and in the rigid setting we demand s ∈ Z( ̂̄H)+. We
will review here the transfer of orbital integrals, which is dual to the transfer
of characters that is the subject of this paper.

As explained in §2.8, in the classical setting order to formulate endoscopic
transfer (both geometric and spectral), one has to make an arbitrary choice of
a z-pair (H1, η1), where H1 → H is a surjective homomorphism of algebraic
groups whose kernel is an induced torus, and η1 : H → LH1 is an L-embed-
ding.

Alternatively, [Kal22] shows that there is a canonical double cover H(F )± →
H(F ) and a canonical isomorphism LH± → H, whose composition with η then
becomes an L-embedding LH± → LG. In this framework, no auxiliary choices
are needed.

The transfer of orbital integrals and characters between G and H is governed
by the transfer factor. In the classical case this is a function

∆ : H1(F )sr ×G(F )sr → C

that depends on the z-pair datum, while in the setting of covers it is a function

∆ : H(F )sr
± ×G(F )sr → C

that is genuine in the first argument.

In the classical case, it is given as the product

ϵ ·∆−1
I ∆II∆

−1
III1

∆III2 .

The individual factors are defined in [LS87], except for ϵ, which is defined in
the more general twisted setting in [KS99, §5.3], and ∆III1 , whose relative def-
inition is given in [LS87], but whose absolute definition is given in [Kal11] in
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the setting of pure inner forms, and in [Kal16b] in the setting of rigid inner
forms. The inverses appear due to the conventions of [KS, (1.0.4)], which we
will use in this paper. The term ∆IV is missing because we have normalized
orbital integrals and characters by the Weyl denominator. We will not review
the construction of the individual pieces here, as it has been reviewed in var-
ious other places, such as [Kal, §3.5,§4.2,§4.3]. The individual factors depend
on auxiliary data, known as a-data and χ-data. The total factor depends on a
choice of Whittaker datum, and z-datum.

In the case of covers, the transfer factor becomes the product

ϵ ·∆−1
I ·∆III .

The terms ∆I and ∆III are slightly different from the original ones, and are
defined in [Kal22, §4.3]. Neither of them depends on the auxiliary a-data and
χ-data, but they are defined on certain covers of tori, and one could argue that
the elements of those covers count as auxiliary data. The product does not
require a z-datum, but it does depend on a Whittaker datum.

Recall the notation Oγ(f) for normalized orbital integrals from §2.5. We define
the stable orbital integral

SOγ(f) =
∑
γ′

Oγ′(f),

where γ′ runs over a set of representatives for the G(F )-conjugacy classes of
those elements that are stably conjugate, i.e. G(Fs)-conjugate, to γ.

In the setting of covers, orbital integrals and stable orbital integrals are de-
fined analogously, using the fact that every admissible isomorphism T → T ′

between maximal tori of G maps R(T,G) to R(T ′, G) and hence lifts canoni-
cally to an isomorphism T (F )G → T ′(F )G. We apply this to the isomorphism
induced by conjugation or stable conjugation.

We now state the theorem asserting transfer of orbital integrals. In the case
F = R it is a fundamental result of Shelstad, [She82], [She08a]. In the case of
F/Qp it is a culmination of the work of many people, including Langlands and
Shelstad [LS87], [LS90], Waldspurger [Wal97], [Wal06], and Ngo [Ngô10]. We
state two versions, one using the cover H(F )± and one using a z-pair (H1, η1).

Theorem 2.9.1. Let f ∈ C∞c (G(F )).

1. There exists a genuine function fH± ∈ C∞c (H(F )±) such that for all γ̇ ∈
H(F )sr

±

SOγ̇(f
H±) =

∑
δ

∆(γ̇, δ)Oδ(f).

2. Assume we have chosen a z-pair (H1, η1). There exists a genuine function
fH1 ∈ C∞c (H1(F )) such that for all γ1 ∈ H1(F )sr

SOγ1
(fH1) =

∑
δ

∆(γ1, δ)Oδ(f).

In both cases δ runs over the set of G(F )-conjugacy classes in G(F )sr.

Definition 2.9.2. The functions f and fH± are called matching. The functions f
and fH1 are called matching.
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Remark 2.9.3. Since the orbital integral Oδ(f) depends on the choice of mea-
sures on G(F ) and T (F ), T = Cent(δ,G), the concept of matching functions
also depends on the choice of measures on G(F ), H(F ), and all tori in G and
H . There is a way to synchronize the various tori, see Remark 5.1.2.

We note further that the normalization of orbital integrals we are using (§2.5)
cancels the normalization of the transfer factor we are using (it is missing the
∆IV piece) and therefore the notion of matching functions of Definition 2.9.2
is the same as that obtained by using un-normalized orbital integrals and a
transfer factor containing the ∆IV piece.

For the computations of this paper it would be useful to review some basic
properties of the transfer factor. The first property concerns the behavior of ∆
under stable conjugacy in the variables γ and δ. If γ̇, resp. γ1, is replaced by a
stable conjugate, then the value of ∆ doesn’t change.

To speak about stably conjugacy in δ, we need to be a bit more precise about the
group G. In order to have a normalized transfer factor, one must realize G as a
pure (or rigid) inner form of its quasi-split form, thus fix a pure (or rigid) inner
twist (ξ, z) : G0 → G, with G0 quasi-split. It can be notationally convenient to
write ∆(γ̇, (z, δ)) in place of ∆(γ̇, δ) in order to record z. Then we have

∆(γ̇, (z2, δ2)) = ∆(γ̇, (z1, δ1)) · ⟨inv((z1, δ1), (z2, δ2)), ȷ̂−1(s)⟩. (2.7)

This is in the setting of covers and we refer to [Kal22, Lemma 4.3.1]. In the clas-
sical setting, where γ̇ is replaced by γ1, we refer to [Kal, Definitions 4.2.7,4.3.11],
or [LS87, §4.1].

To explain this formula let us denote by γ ∈ H(F ) the image of γ̇ resp. γ1, and
let S ⊂ H be the centralizer of γ ∈ H(F ). Let T ⊂ Gz1 be the centralizer of δ1.
Using the discussion of §2.3 we obtain from the inclusion S → H a Γ-stable Ĥ-
conjugacy class of embeddings Ŝ → Ĥ . Composing this with the inclusion η :

Ĥ → Ĝ we obtain a Γ-stable Ĝ-conjugacy class of embeddings Ŝ → Ĝ, hence
conversely a Γ-stable G(F s)-conjugacy class of embeddings S → G. Among
them, there is a unique one that maps γ to δ1. It is automatically defined over
F , and we call it j. Its dual-inverse ȷ̂−1 is an isomorphism Ŝ → T̂ . Composing
with the canonical inclusion Z(Ĥ) → Ŝ we can use it to transport the element
s ∈ Z(Ĥ)Γ to T̂Γ, where it can be paired with elements of H1(F, T ) by Tate-
Nakayama duality. This is in the setting of pure inner twists, and the setting of
rigid inner twists is analogous.

The second property is related to the definition of ∆III . We first present an
idealized situation. Assume that an L-embedding LH → LG exists and has
been fixed. Assume further that L-embeddings LS → LH and LT → LG have
been fixed. These always exist if we use the Weil-forms of the L-groups, but are
not unique. The isomorphism j : S → T from the previous paragraph induces
an L-isomorphism LS → LT . We now have four maps that fit in a square,
but this square has no reason to commute. More precisely, there does exist an
L-isomorphism LS → LT that does make the square commute, but it is not
necessarily the one induced from j. Rather, it differs from it by multiplication
by an element a ∈ H1(WF , Ŝ). This element is the L-parameter of a character
of S(F ), which we may denote by ⟨a,−⟩. By definition

∆III(γ, δ) = ⟨a, γ⟩.
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Even though δ doesn’t appear on the right, it influences the construction via
the map j, which depends on δ.

The key property of this definition that we will need is the following. Assume
given L-parameters φS : WF → LS and φT : WF → LT , with the property that
composing them with the L-embeddings LS → LH , LH → LG, and LT → LG,
provides a commutative triangle. If θS and θT are the characters of S(F ) and
T (F ) corresponding to these parameters, then we have

∆III(γ, δ) = θT (δ)/θS(γ). (2.8)

To see this one observes that in the diagram

LS

a

��

// LH

��

WF

φS

==

φT !!
LT // LG,

the square commutes by definition of a, hence the trangle commutes by as-
sumptions on φS and φT .

We now comment on the practical, rather than idealized, situation. In the clas-
sical setting an L-embedding LH → LG doesn’t always exist. Instead, one has
to choose a z-pair (H1, η1) and then has LG ← H → LH1. This makes the first
variable of ∆III an element of S1(F ), where S1 is the preimage of S in H1.
Moreover, the L-embeddings LS → LH and LT → LG are specified in terms
of auxiliary data, called χ-data, and the term ∆III depends on that choice, as
well as on the choice of z-pair.

In the setting of covers, all L-embeddings are canonical, and no auxiliary data
need to be chosen, but the L-groups that are involved are those of certain cov-
ers. Therefore, ∆III , while independent of any choices, has its first variable
coming from the double cover S(F )± of S(F ) that is the pull-back of S(F )
under the canonical double cover H(F )± → H(F ). With these provisos, the
obvious analog of (2.8) still holds.

Finally, we need to review the factor ϵ and compute it in the case of the base
field R, where the computation is rather straightforward. Consider the univer-
sal maximal torus TG

0 of G and TH
0 of H . The complexified character modules

VG := X∗(TG
0 ) ⊗Z C and VH := X∗(TH

0 ) ⊗Z C are self-dual Artin representa-
tions of the same dimension. Choose an R-pinning of the quasi-split form G0

of G and a non-trivial additive character Λ : R→ C, which combine to give the
Whittaker datum fixed for G0. Then

ϵ = ϵ(1/2, VG − VH ,Λ),

where we have use Langlands’ convention [Tat79, (3.6.4)] for the ϵ-factor. The
pinning is used in the construction of G0.

Lemma 2.9.4. Let Λ(x) = eirx with r > 0. Then

ϵ = (−1)q(H)−q(G0)irG/2−rH/2,

where rG is the number of roots in the absolute root system of G, and rH is the analo-
gous number for H .
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Proof. Let AG
0 ⊂ TG

0 be the maximal split torus (X∗(A
G
0 ) = X∗(T

G
0 )Γ), and

SG
0 ⊂ TG

0 the maximal anisotropic torus (X∗(SG
0 ) = X∗(TG

0 )/X∗(TG
0 )Γ). Then

X∗(TG
0 )C = X∗(AG

0 )C ⊕ X∗(SG
0 )C, where we have abbreviated ⊗ZC by the

subscript C. One has ϵ(1/2, 1,Λ) = 1 and ϵ(1/2, sgn,Λ) = i according to [Tat79,
(3.2.4)], hence

ϵ(1/2, VG,Λ) = id−dim(AG
0 ),

where d = dim(TG
0 ). We use the same computation for H and conclude

ϵ =
ϵ(1/2, X∗(TG

0 )C,Λ)

ϵ(1/2, X∗(TH
0 )C,Λ)

=
id−dim(AG

0 )

id−dim(AH
0 )

= idim(AH
0 )−dim(AG

0 ).

The Iwasawa decomposition Lie(G0) = a ⊕ n ⊕ k shows 2q(G0) = dim(a) +
dim(n) = dim(AG

0 )+ rG/2. We note that q(G0) is an integer, becaus e G0 has an
elliptic maximal torus, and q(G0) equals the number of positive non-compact
roots with respect to any Weyl chamber. Therefore

dim(AH
0 )− dim(AG

0 ) = 2(q(H)− q(G0)) + (rG/2− rH/2).

2.10 The Weyl integration formula and its stable analog

In this section we work with an arbitrary local field F of characteristic zero.
While our intended application is F = R, the arguments work for an arbitrary
F and do not admit any significant simplification for F = R, so we take this
opportunity to record the statement for a general F .

Let G be a connected reductive F -group. Given a maximal torus T ⊂ G, write
Ω(T,G) = N(T,G)/T for its absolute Weyl group. This is a finite F -group
and we may consider the group Ω(T,G)(F ) of its F -points. Write ΩF (T,G) =
N(T,G)(F )/T (F ). This is an abstract finite group and we have ΩF (T,G) ⊂
Ω(T,G)(F ). The inclusion is often proper.

Theorem 2.10.1 (Weyl integration formula). Let f be a smooth compactly sup-
ported functon on G(F ). Let T be a set of representatives for the G(F )-conjugacy
classes of maximal tori of G. Then∫

G(F )

f(g)dg =
∑
T∈T
|ΩF (T,G)|−1

∫
T (F )sr

|DT (γ)|1/2Oγ(f)dγ.

In this theorem we have chosen a Haar measure dg on G(R), and a Haar mea-
sure dγ on T (R) for any T ∈ T . The orbital integral Oγ(f) is formed with
respect to the quotient measure dg/dγ. The power 1/2 occurs in the Weyl dis-
criminant because Oγ has been normalized in §2.5.

Corollary 2.10.2 (Stable Weyl integration formula). Let f be a smooth compactly
supported functon on G(F ). Let ST be a set of representatives for the stable conjugacy
classes of maximal tori of G. Then∫

G(F )

f(g)dg =
∑

T∈ST
|Ω(T,G)(F )|−1

∫
T (F )sr

|DT (γ)|1/2SOγ(f)dγ.

Proof. Let T ∈ ST and let T1, . . . , Tn ∈ T be those tori that are stably conjugate
to T . In fact, it is known that n = 1 (a special feature of F ) but we will not need
to know that.
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It is enough to show that

|Ω(T,G)(F )|−1

∫
T (F )sr

|DT (γ)|1/2SOγ(f)dγ =

n∑
i=1

|ΩF (Ti, G)|−1

∫
Ti(F )sr

|DTi
(γ)|1/2Oγi

(f)dγi.

Two elements of T (F )sr are stably conjugate if and only if they are conjugate
under Ω(T,G)(F ), and are rationally conjugate if and only if they are conjugate
under ΩF (T,G). Since SOγ(f) and |DT (γ)| are invariant under stable conju-
gacy in γ, and Oγ(f) is invariant under rational conjugacy in γ, and since the
action of Ω(T,G)(F ) on T (F )sr is free, we can write the above identity as∫
T (F )sr/Ω(T,G)(F )

|DT (γ)|1/2SOγ(f)dγ =

n∑
i=1

∫
Ti(F )sr/ΩF (Ti,G)

|DTi(γ)|1/2Oγi(f)dγi.

The domain of integration on the left is the set of elements of T (F )sr up to stable
conjugacy, and the domain of integration on the right is the set of elements of
Ti(F )sr up to rational conjugacy.

Choose g1, . . . , gn ∈ G(C) so that Ad(gi) : T → Ti is an isomorphism of F -
tori and induces an isomorphism of F -groups Ω(T,G) → Ω(Ti, G). For any
γ ∈ T (F )sr, the set

n⋃
i=1

[ΩF (Ti, G)\Ω(Ti, G)(F )] ·Ad(gi)γ

represents the G(F )-conjugacy classes in the stable class of γ. Therefore

SJ(γ, f) =

n∑
i=1

∑
w∈ΩF (Ti,G)\Ω(Ti,G)(F )

J(wAd(gi)γ, f).

Moreover DT (γ) = DTi(Ad(gi)γ). As γ runs over all elements of T (F )sr/Ω(T,G)(F ),
Ad(gi)γ runs over all elements of Ti(F )sr/Ω(Ti, G)(F ).

Remark 2.10.3. As discussed in the proof, we can rewrite the above formulas
as ∫

G(F )

f(g)dg =
∑
T∈T

∫
T (F )sr/ΩF (T,G)

|DT (γ)|1/2Oγ(f)dγ

and ∫
G(F )

f(g)dg =
∑

T∈ST

∫
T (F )sr/Ω(T,G)(F )

|DT (γ)|1/2SOγ(f)dγ

respectively.

2.11 Endoscopic lifting of distributions

In this subsection we continue to work with an arbitrary local field F of char-
acteristic zero. Let (H, s,H, η) be an endoscopic datum of G. The transfer of
orbital integrals given by Theorem 2.9.1 defines a dual transfer of distributions.
Let I(G) denote the space of invariant distributions on G(F ). This space con-
sists of linear functionals on C∞c (G(F )), with a certain continuity property in
the case F = R, and which are invariant under the conjugation action of G(F ).
By a deep theorem of Harish-Chandra this invariance property is equivalent to
the requirement that such a functional vanishes on any test function for which
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all regular semi-simple orbital integrals vanish. Let S(G) ⊂ I(G) denote the
subspace of stable distributions, defined to be those that vanish on all test func-
tions for which all stable regular semi-simple orbital integrals vanish.

Analogously we have the spaces S(H) ⊂ I(H). But the transfer of func-
tions doesn’t involve H(F ). Rather, it involves either the canonical double
cover H(F )±, or a chosen z-extension H1(F ). Therefore, we write Igen(H±)
for the space of H(F )-invariant (continuous when F = R) linear functionals
on the space C∞c,gen(H(F )±) of genuine test functions on H(F )±, and similarly
Igen(H1) for the space of H(F )-invariant (continuous when F = R) linear func-
tionals on the space C∞c,gen(H1(F )) of genuine test functions on H1(F ).

Definition 2.11.1. The endoscopic lifting is the linear map

Lift : Sgen(H±)→ I(G) resp. Lift : Sgen(H1)→ I(G)

defined by Lift(d)(f) = d(fH±) resp. Lift(d)(f) = d(fH1).

An invariant distribution can be given by integration against a locally inte-
grable class function ϕ ∈ L1

loc(G(F )), namely

dϕ(f) =

∫
G(F )rs

|D(x)|−1/2ϕ(x)f(x)dx.

Here locally integrable means that ϕ is measurable on G(F ) and integrable
on any compact subset of G(F ), and again dϕ depends on the choice of Haar
measure dx. We say that the distribution dϕ is represented by ϕ. We have in-
serted the factor |D(x)|−1/2 as a means of normalization, following our earlier
convention. Note that only the restriction of ϕ to G(F )rs is relevant, since the
complement of this set has measure zero.

The distribution dϕ will be stable if and only if the function ϕ is stably invari-
ant, i.e. stable on regular semi-simple conjugacy classes. If we replace G(F )
by H(F )± or H1(F ), then we will be interested in functions that are locally
integrable, stably invariant, and anti-genuine, meaning they transform by the
inverse of the character of H(F )± → H(F ) resp. H1(F ) → H(F ); for the dou-
ble cover H(F )± this is equivalent to genuine, since the central character has
order 2.

We can now apply the Weyl integration formula and its stable analog to show
that the endoscopic lifting of a stable distribution represented by a function is
an invariant distribution that is again represented by a function, and moreover
the two functions are related by an explicit formula.

Lemma 2.11.2. Let ϕH be a stably-invariant locally integrable anti-genuine function
on H(F )± resp. H1(F ). Then

Lift(dϕH ) = dϕG ,

where ϕG is the locally integrable class function on G(F ) given by the following for-
mula

ϕG(δ) =
∑

γ∈H(F )rs/st

∆(γ̇, δ)ϕH(γ̇).

Proof. The proofs of the two cases H(F )± and H1(F ) are almost identical, so
we will only give the proof for H(F )±.
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We have dϕH (fH±) =
∫
H(F )

|DH(γ)|−1/2ϕH(γ̇)fH1(γ̇)dγ, where γ̇ ∈ H(F )± is
any preimage of γ. Note that, while the factors in the integrand depends on
γ̇, the dependence cancels out in the product, because both ϕH and fH± are
genuine.

We apply the stable Weyl integration formula (Corollary 2.10.2, but in the form
of Remark 2.10.3) and use the stable invariance of ϕH to rewrite the above as∑

TH∈ST H

∫
TH(F )sr/Ω(TH ,H)(F )

ϕH(γ̇)SOγ̇(f
H±)dγ.

According to Theorem 2.9.1 this equals∑
TH∈ST H

∫
TH(F )sr/Ω(TH ,H)(F )

ϕH(γ̇)
∑
δ

∆(γ̇, δ)Oδ(f)dγ. (2.9)

We will now rework the indexing sets. Let X be the set of pairs ([[γ]], [δ]), where
[[γ]] is a stable class of strongly regular semi-simple elements of H(F ), [δ] is a
rational class of strongly regular semi-simple elements of G(F ), and γ and δ
are related. Projecting onto the first coordinate provides a surjective map

X→
⋃

TH∈ST H

TH(F )sr/Ω(TH , H)(F )

with finite fibers. Pulling back the measure on the target that is comprised of
the various Haar measures on the tori TH(F ), we obtain a measure on X, and
(2.9) becomes ∫

X

ϕH(γ̇)∆(γ̇, δ)Oδ(f)d([[γ]], [δ]). (2.10)

On the other hand, projecting onto the second coordinate provides a surjective
map

X→
⋃

T∈TG

T (F )sr/ΩF (T,G)

and pulling back the measure on the target that is comprised of the various
Haar measures on the tori T (F ), we obtain a measure on X. Since the measures
on the tori in H and those on the tori in G are synchronized as in Remark 5.1.2,
the two measures on X agree. Therefore, we can rewrite (2.10) as∑

T∈T

∫
T (F )sr/ΩF (T,G)

Oδ(f)
∑
γ

∆(γ̇, δ)ϕH(γ̇)dδ,

where now γ runs over the set of stable classes of strongly regular semi-simple
elements of H(F ). Applying the Weyl integration formula (Theorem 2.10.1, in
the form of Remark 2.10.3) we can rewrite this as∫

G(F )sr

f(δ)|DG(δ)|−1/2
∑
γ

∆(γ̇, δ)ϕH(γ̇)dδ, (2.11)

which is equal to dϕG(f) provided we define

ϕG(δ) =
∑
γ

∆(γ̇, δ)ϕH(γ̇). (2.12)

It remains to remark that this definition does indeed produce a locally inte-
grable class function. The conjugation-invariance is clear from the correspond-
ing property of the transfer factor. For the local integrability, it is enough to
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show that for any regular semi-simple δ there is an open neighborhood U on
which ϕG is integrable. This follows from the fact that there are only finitely
many stable classes of elements of H(F ) that match δ, and the local constancy
of ∆(γ̇, δ). More precisely, let γ1, . . . , γn ∈ H(F ) be representatives for the
stable classes such that ∆(γ̇, δ) ̸= 0 and let S1, . . . , Sn be the centralizers of
γ1, . . . , γn. There is a unique admissible isomorphism ji : S → Si mapping δ to
γi; here S is the centralizer of δ. Choosing U small enough we can ensure that
j1(δ

′), . . . , jn(δ
′) is a set of representatives for the stable classes that match δ′,

for all δ′ ∈ U . Shrinking U further if required, the double cover Si(F )± splits
over Ui = ji(U ∩ S(F )), and [Kal22, Corollary 4.3.4] shows that the function
∆(ji(δ

′), δ′) is constant in δ′ ∈ U , where we have composed ji with an arbitrary
splitting of the cover Si(F )± over Ui. Now the local integrability of ϕG follows
from that of ϕH .

2.12 Derivatives of class functions

This section is specific to the base field R. In the last section we discussed
distributions that are representably by locally integrable class functions. The
distributions that appear in the endoscopic character identities are of this form.
We will now recall a result of Harish-Chandra (Proposition 2.12.1) about dif-
ferentiating class functions on a semi-simple Lie group, which will play an
important technical role in the proof of the endoscopic character identities.

For the duration of this section we switch notation and let G be a connected
semi-simple Lie group (rather than an algebraic R-group) and let T ⊂ G be a
Cartan subgroup. The main case of interest for us will be when G is the group
of R-points of a connected semi-simple algebraic R-group and T is the group
of R-points of a maximal torus. Let g0 and t0 be the Lie algebras of G and T and
let g = g0⊗RC and t = t0⊗RC be their complexifications. We denote by G′ the
open subset of strongly regular semi-simple elements of G and set T ′ = T ∩G′.

Recall the C-algebra D(G) of differential operators on G. More generally, we
have the C-algebra D(V ) for an open subset V ⊂ G. It is a subalgebra of the
space EndC(C∞(V )) defined as follows. If U ⊂ V is an open subset contained
in a local coordinate chart, then D(U) is the subalgebra of EndC(C∞(U)) gen-
erated by the following two kinds of operators: multiplication by an element
of C∞(U), and partial derivative with respect to a local coordinate. An element
D ∈ EndC(C∞(V )) lies in D(V ) if there is an open cover of V by open subsets
U , each lying in a coordinate chart, such that D maps C∞(U) to itself and the
resulting element of EndC(C∞(U)) lies in D(U), for all U in that open cover.

The actions of G on itself by left and right translations induce actions of G
on C∞(G), hence also on EndC(C∞(G)). Both of these actions preserve the
subalgebra D(G). More precisely, we have for x, y ∈ G, f ∈ C∞(G), and D ∈
D(G)

Lxf(y) = f(x−1y), Rxf(y) = f(yx), LxD = Lx◦D◦Lx−1 , RxD = Rx◦D◦Rx−1 .

Furthermore, we have the conjugation action Cx = Lx ◦ Rx−1 . An element of
D(G) is called left-, right-, or conjugation-invariant, if it is invariant under the
appropriate action of G.

We recall that any X ∈ g acts as a left-invariant differential operator on the
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space of smooth functions on G by the formula

(Xf)(g) =
d

dt

∣∣∣
t=0

f(g · exp(tX)).

The resulting map τ : g→ D(G) of complex vector spaces takes the Lie bracket
on g to the commutator bracket of the associative algebra D(G), and thus ex-
tends to a homomorphism of C-algebras τ : U(g) → D(G). Let Dl(G) ⊂ D(G)
denote the subalgebra of left-invariant differential operators. Then τ is an iso-
morphism onto Dl(G):

τ : U(g) ≃−→ Dl(G) ⊂ D(G)

The restriction of τ to the center Z(g) of U(g) induces an isomorphism between
Z(g) and the subalgebra of differential operators that are both left- and right-
invariant.

Henceforth we suppress τ from the notation and identify an element of U(g)
with a left invariant differential operator. We apply this to U(t) as well.

The Harish-Chandra isomorphism γ : Z(g) ≃→ S(t)Ω of commutative C-algebras
identifies the centerZ(g) of the universal enveloping algebra U(g) of g with the
invariants under the Weyl group Ω = Ω(T,G) in the symmetric algebra S(t),
the latter being equal to the universal enveloping algebra U(t) of t.

Here is the result of Harish-Chandra which we need.

Proposition 2.12.1. Let f be a smooth conjugation-invariant function G′ → C. For
any z ∈ Z(g) we have the identity

(|DT |1/2 · zf)|T ′ = γ(z)(f |T ′ · |DT |1/2).

This result is not stated in exactly this form in the works of Harish-Chandra, so
we give the proof, starting with some preliminaries.

The first step is to recall that Harish-Chandra constructs in [HC56, §4] a family
of retractions D(G) → Dl(G) to the inclusion Dl(G) → D(G). This family is
indexed by the set of points of G, and the retraction D(G)→ Dl(G) associated
to y ∈ G is denoted by D 7→ Dy . The left-invariant operator Dy is called the
“local expression of D at y”, and has the defining property that

(Df)(y) = (Dyf)(y) (∀f ∈ C∞(G)). (2.13)

This is [HC56, §4, Corollary to Lemma 13, page 112].

The next step concerns the passage from G to T . Suppose a ∈ T ′. Let UG be an
open neighborhood of a in G′ and set

UT = a−1(UG ∩ T ) ⊂ a−1T ′.

This is an open neighborhood T containing 1.

In [HC65b, §5] Harish-Chandra constructs a map

δa : D(UG)→ D(UT )

which is characterized by the property

δa(D)y = αy(Day) (∀y ∈ UT )
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where αy : U(g)→ U(t) (y ∈ a−1T ′) is defined in [HC65b, §5, Corollary 1, page
463].

Now assume f ∈ C∞(UG) is locally invariant. This means: the map R→ R, t 7→
f(exp(tX)y exp(−tX)) has trivial derivative at t = 0 for all X ∈ g and y ∈ UG,
cf. [HC64, §8]. In particular, the restriction to UG of any conjugation-invariant
function on G′ is locally invariant. Then [HC65b, Lemma 18] gives the identity:

D(f)(ay) = δa(D)y(f)(ay) (y ∈ UT ). (2.14)

To aide the reader, we mention that [HC65b, Lemma 18] uses the notation Ξ′ =
Ξ′(a) = a−1(Ξ ∩ G′) on page 462, which is not a set of regular elements in the
usual sense, but rather the a−1-translate of a set of regular elements. We are
taking Ξ = T , and UT = a−1UG ∩ a−1T ′ = a−1(UG ∩ T ′). In particular, note
that 1 ∈ UT .

We mention here that [HC65b, Lemma 18] has a typographical error: it states
(2.14) with δa(D) in place of δa(D)y . However δa(D) is a differential operator
on UT , but ay ̸∈ UT , so δa(D)(ay) is not well defined. However the last line of
the proof says

Dayf(ay) = δa(D)y(f)(ay),

which is exactly (2.14), when we note that by (2.13) the left hand side is Df(ay).
Finally we note that [HC65b, Lemma 18] is used only in the proof of loc. cit.
Lemma 19, and it is in fact (2.14) which is used.

The final step is to connect the operator δa(z), for z ∈ Z(g), to the operators z
and γ(z). Set

|νa(h)| = |DT (ah)| (h ∈ T ).

Viewing |νa| as the operator of multiplication by this function, [HC65b, §6,
Lemma 13] states that

δa(z) = |νa|−1/2 ◦ γ(z) ◦ |νa|1/2. (2.15)

We can now combine the three steps outlined so far to prove Proposition 2.12.1.

Proof of Proposition 2.12.1. Suppose a ∈ T ′. Let y = 1 ∈ UT (cf. (2.12)). Apply
(2.14) with D = z (recall we’ve identified U(g) with Dl(g) via τ ) to conclude:

(zf)(a) = δa(z)1(f)(a) = [La−1 ◦ δa(z)1](f)(1)

Since δa(z)1 is left-invariant on T we have

[La−1 ◦ δa(z)1](f))(1) = [δa(z)1](La−1(f))(1) = δa(z)(La−1(f))(1)

where the last equality is (2.13). We now apply (2.15) and see

δa(z)(La−1(f))(1) = [|νa|−1/2 ◦ γ(z) ◦ |νa|1/2](La−1(f))(1).

A direct computation shows

|νa|1/2 ◦ La−1 = La−1 ◦ |ν1|1/2 = La−1 ◦ |∆T |1/2.

Using this and the left-invariance of γ(z) we see

[|νa|−1/2 ◦ γ(z) ◦ |νa|1/2](La−1f)(1) = La−1 ◦ (|∆T |−1/2 ◦ γ(z) ◦ |∆T |1/2)(f)(1)
= (|∆T |−1/2 ◦ γ(z) ◦ |∆T |1/2)(f)(a)
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3 GENERICITY OF ESSENTIALLY DISCRETE SERIES REPRESENTATIONS

Work of Kostant [Kos78] and Vogan [Vog78] provides a description of which
eds representations are generic (Definition 3.3.1 below). More precisely, [Vog78,
Theorem 6.2(a,f)] shows that such a representation is large if its Harish-Chandra
parameter lies in a Weyl chamber for which all simple roots are non-compact,
and [Kos78, Theorem L] shows that large is equivalent to generic. In order to
make the internal structure of L-packets precise, one needs finer information –
a condition for an eds to be w-generic for a given Whittaker datum w (Defini-
tion 3.1.1). Since in general there are multiple choices of w, this information is
not obtainable from [Vog78, Theorem 6.2(a,f)].

Proposition 3.3.3 of this section provides an answer to this question. It is an ex-
act analog of a result in the p-adic case, originally due to DeBacker and Reeder
[DR10, Proposition 4.10] under unramifiedness assumptions, but whose proof
applies in much greater generality, see [Kal19b, Lemma 6.2.2] and [FKS21,
§4.4]. This allows us to prove the strong form of Shahidi’s generic packet con-
jecture [Sha90, §9] for discrete series packets, originally established by Shelstad
[She08b] using a less direct argument. Note that the general form of the con-
jecture (for tempered L-packets) reduces immediately to the case of discrete
L-packets.

3.1 Whittaker data and regular nilpotent elements

We assume G is a quasi-split connected reductive R-group. Suppose B is a
Borel R-subgroup of G, N its unipotent radical, and n = Lie(N). The real Lie
group N(R) is connected, nilpotent, and simply connected (see [Kna02, The-
orem 6.46], where the assumption that G is semi-simple is unnecessary). The
connectedness of N(R) implies that any character η : N(R) → C× is deter-
mined by its differential dη : n(R) → C, which is an R-linear form. Further-
more the exponential map exp : n(R)→ N(R) is a diffeomorphism by [Kna02,
Theorem 1.127], and we have η(exp(Y )) = edη(Y ) for Y ∈ n(R).

Definition 3.1.1. A Whittaker datum is a G(R)-conjugacy class of pairs (B, η)
where B is an R-Borel subgroup and η is a non-degenerate unitary character of
N(R). We write w = [(B, η)] for the G(R)-conjugacy class of (B, η).

We now give two constructions of Whittaker data.

We say an element X of g∗ is nilpotent if the G-orbit of X is a (weak) cone
(closed under multiplication by C∗), and is regular if dimCent(G)(X) = rank(G).
Suppose X ∈ ig(R)∗ ⊂ g∗ is a regular nilpotent element. The kernel of iX
intersects g(R) in a Borel subalgebra b(R), and in this way defines an R-Borel
subgroup B of G. Choose an R-Cartan subgroup T of B, and let B be the
corresponding opposite Borel subgroup (characterized by B ∩ B = T ). Let N
be the nilradical of B. Then X defines a unitary character of N(R) by

ηX(expY ) = eX(Y ) (Y ∈ n(R)).

Since all R-Cartan subgroups of B are N(R)-conjugate, [Bor91, Theorem 19.2]
this is independent of the choice of T . We define wX to be the G(R)-conjugacy
class of (B, ηX).
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The second construction starts with a character Λ : R → S1 and an R-pinning
P = (T,B, {Xα}) of G (thus T and B are defined over R, Xα ∈ gα(C) for each
absolute B-simple root of T in G, and the set {Xα} is permuted by complex
conjugation). Let uα be the isomorphism of C-groups taking Ga to Uα (it can
be explicitly given as uα(t) = exp(tXα)). If N is the unipotent radical of B
then the composition

∏
α∈∆ Uα → N → N/[N,N ] is an isomorphism of com-

plex algebraic groups, which we compose with (uα). The inverse of the result,
composed with the product map

∏
α Ga → Ga, becomes a homomorphism of

algebraic groups γ : N/[N,N ]→ Ga which is defined over R, and ηP,Λ = Λ ◦ γ
is a non-degenerate unitary character of N(R). The G(R)-conjugacy class of
ηP,Λ only depends on the G(R)-conjugacy class of P . Write wP,Λ for the Whit-
taker datum [(B, ηP,Λ)].

If we consider an element i =
√
−1 ∈ C fixed, we obtain the “standard” char-

acter Λ : R → S1 given by x 7→ eix. We can then relate the two construc-
tions as follows. For each B-simple root α let X−α ∈ g−α be determined
by [Xα, X−α] = Hα, where Hα = dα∨(1) ∈ Lie(T ) is the coroot. Define
XP ∈ in(R)∗ by (XP , Y ) = i

∑
α[Yα, X−α]/Hα, where Yα ∈ gα is the projec-

tion of Y to the direct summand gα ⊂ g.

Lemma 3.1.2. 1. The map X 7→ wX is an Aut(G)(R)-equivariant bijection from
the set of G(R)-conjugacy classes of regular nilpotent elements of ig(R)∗ to the
set of Whittaker data of G.

2. Fix a non-trivial unitary character Λ of R. The mapP 7→ wP,Λ is an Aut(G)(R)-
equivariant bijection from G(R)-conjugacy classes of real pinnings to Whittaker
data.

3. If we take Λ(x) = eix then ηP,Λ = ηXP and hence wP,Λ = wXP .

Proof. The Aut(G)(R)-equivariance of the maps in 1) and 2) are clear. We need
to prove they are bijections.

1) We construct the inverse map. Suppose w is the G(R)-conjugacy class of
(B, η). Choose a maximal R-torus T of B, use it to define B, and write g = n⊕b
as before. Then the unitary character η of N lifts to an element of in(R)∗. Using
the decomposition we view this as an element of ig(R)∗, which is nilpotent
(because it lies in in(R)∗) and regular (because the character is non-degenerate).
As before the G(R)-orbit of this element is independent of the choice of T .

2) Let (T,B, {Xα}) be an R-pinning and set X− =
∑

α X−α. Let H ∈ t(R)
be the sum of the positive coroots. Since {Hα} forms a basis of the coroot
lattice there exist positive integers nα such that H =

∑
α nαHα. Since H is Γ-

fixed, the collection of integers {nα} is Γ-stable. Then X+ =
∑

α nαXα ∈ g(R)
and (X+, H,X−) forms an sl2-triple with all three elements in g(R). All three
elements X+, H , and X−, are regular. The intersection of their centralizers is
the center of G. In particular, the only unipotent element that centralizes the
triple (X+, H,X−) is the identity element.

For injectivity, assume two R-pinnings (T (i), B(i), {X(i)
α }), i = 1, 2, lead to the

same regular nilpotent element X− ∈ g(R). Let B− be the unique (due to
regularity of X−) Borel subgroup such that X− is contained in the Lie algebra
of its unipotent radical U−. The two triples (X(i)

+ , H(i), X−) are then conjugate
by a unique element of the centralizer of X− in U−. This element must then lie
in U−(R). Since H(i) and X

(i)
+ are regular elements, after conjugating by that
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element of U−(R) we may assume that T (1) = T (2) and B(1) = B(2). But then
each X

(i)
α can be recovered as the α-component of X(i)

+ . We conclude that the
two pinnings are indeed conjugate under G(R).

For surjectivity consider a regular nilpotent element X− ∈ g(R) and let B−

be the unique Borel subgroup such that X− is contained in the Lie algebra
of the unipotent radical U− of B−. If we can find a maximal torus T ⊂ B−

such that the decomposition of X− according to the root spaces for T has non-
zero components only for the B−-simple roots, then writing X− =

∑
α X−α

accordingly and setting Xα ∈ gα such that [Xα, X−α] = Hα we obtain an R-
pinning (T,B, {Xα}) giving rise to X−, where B is the T -opposite of B−. In
order to find such a T , we first choose an arbitrary maximal R-torus T ⊂ B−

and want to conjugate this torus under U−(R) to obtain the desired torus.
This is equivalent to conjugating X− under U−(R) to achieve that its com-
ponents for roots that are not B−-simple are all zero. To see that this is pos-
sible, write X− =

∑
α X−α, where α runs over all roots of T in B−, and set

X ′
− =

∑
α X−α, where now α runs over only the simple roots of T in B−. Thus

X− − X ′
− ∈ [n−, n−](R). Since both X− and X ′

− are regular and contained in
n−, they are conjugate under an element of B−(C). But conjugation by U−(C)
doesn’t change the simple components, while conjugation by T (C) does so un-
less the element lies in ZG(C) ⊂ T (C). Therefore we conclude that X− and X ′

−
are conjugate under an element u ∈ U−(C). Now u−1σ(u) lies in the centralizer
of X− in U−(C), which is a connected unipotent subgroup U ′(C) of U−(C). But
H1(Γ, U ′(C)) = {0} and we see that uU ′(C) intersects U−(R), i.e. X− and X ′

−
are indeed conjugate under U−(R), as claimed.

3) It is enough to check that ηP,Λ(exp(Y )) = ηXP (exp(Y )) for Y ∈ n(R). We
have Y ∈

∑
α tαXα + [n, n] for some tα ∈ C with

∑
α tα ∈ R. Then XP(Y ) =

i
∑

α tα, so ηXP = ei
∑

α tα , but we also have ηP,Λ = ei
∑

α tα when Λ(X) =
eix.

In the literature Whittaker models are usually defined by a regular nilpotent
orbit in g(R) (not the dual). It is helpful to relate these formulations.

To do so, fix a non-degenerate, G(R)-invariant bilinear form κ on g′(R) =
[g, g](R), and extend it by complex-linearity to a G(C)-invariant form on g′,
still denoted κ (for example, we could take the Killing form). Suppose T ⊂ B
are a Cartan and Borel subgroup, both defined over R. Let B be the T -opposite
Borel subgroup, and let N,N be the nilpotent radicals of B,B, respectively.

Given P,Λ and κ write Λ(t) = est for some s ∈ iR and define

X−(P, κ,Λ) = s
∑
α

κ(X−α, Xα)
−1X−α ∈ in(R).

Here the sum is over the absolute B-simple roots, and as above X−α satisfies
[Xα, X−α] = Hα. Then a straightforward calculation gives

ηP,Λ(expY ) = eκ(X−(P,κ,Λ),Y ) (Y ∈ n(R)).

Note that, in particular, the right hand side is independent of κ.

In other words let ϕκ be the isomorphism n(R)→ n(R)∗ given by

ϕκ(Y ) = κ(X,Y ) (Y ∈ n(R)).
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Then
ηP,Λ = ηϕκ(X−(P,κ,Λ)).

See [Kal19b, Proof of Lemma 6.2.2].

It is helpful to understand the set of all Whittaker data. Let

Q(G(R)) = Gad(R)/ad(G(R)).

This is a finite abelian 2-group, which acts by automorphisms on G(R), and
therefore induces an action of Q(G(R)) on the set of Whittaker data.

Lemma 3.1.3. Q(G(R)) acts simply transitively on each of:

1. the set of Whittaker data;

2. the set of regular nilpotent orbits in ig(R)∗;

See [ABV92, Lemma 14.14].

Proof. We use Lemma 3.1.2(1) and the fact thatP 7→ wP,Λ is Gad(R)-equivariant,
to reduce to the transitivity of the action of Gad(R) on the set of R-pinnings.
Since all Borel pairs over R are conjugate under G(R), this reduces the state-
ment to the simple transitivity of the action of Tad(R) on the possible choices
of non-zero simple root vectors. If the simple root α is real, then so is the cor-
responding fundamental coweight ϖα, which then gives a 1-parameter sub-
group R× → Tad(R), which clearly acts simply transitively on gα(R) ∖ {0}. If
the simple root is complex, then a pair (Xα, Xσα) contributing to the pinning
is an element of (gα ⊕ gσα)(R) = C. The fundamental coweight ϖα induces a
1-parameter subgroup C× → Tad(R) which again acts simply transitively on
(gα ⊕ gσα)(R).

The second assertion is immediate from Lemma 3.1.2(2).

For the next lemma recall the notation ΩR(S,G) from §2.10.

Lemma 3.1.4. Assume there exists and fix an elliptic maximal torus S ⊂ G. The
inclusion N(Sad, Gad)(R)→ Gad(R) induces a bijection

ΩR(Sad, Gad)/ΩR(S,G)→ Q(G(R)).

Proof. This follows from the fact that any two elliptic maximal tori of G are con-
jugate under G(R) – this is a well-know fact that is seen as follows. It is enough
to show conjugacy under Gder(R), so we may assume G is semi-simple, hence
S is anisotropic. Then S(R) is compact [Bor91, §24.6(c)], hence contained in
a maximal compact subgroup of G(R). But any two maximal compact sub-
groups of G(R) are conjugate [Bor91, §24.6(a)], and any two maximal tori of a
compact Lie group are conjugate [Kna02, Corollary 4.35].
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3.2 Kostant sections

Let X ∈ g be a regular nilpotent element. It can be extended to an SL(2)-
triple (X,H, Y ), see [CM93, Chapter 3]. The Kostant Section K(X) associated to
(X,H, Y ) is the affine space X + Centg(Y ) ⊂ g. Kostant showed [Kos63] that
the Kostant section meets every regular orbit in a unique point. If X,H, Y ∈
g(R), then K(X) is Galois stable. Since any two choices of triples that contain
X and lie in g(R) are conjugate under the centralizer of X in G(R), it is clear
that the G(R)-conjugacy class of K(X) only depends on the G(R)-conjugacy
class of X . Note that any X ∈ g(R) can be extended to a triple (X,H, Y ) with
H,Y ∈ g(R).

Suppose X ∈ g(R) and O is a regular orbit in g(C) which is defined over R,
i.e. stable under complex conjugation. Then the unique point in K(X) ∩ O is
also stable under complex conjugation, i.e. contained in g(R). The G(R)-orbit
of K(X) ∩ O depends only on O and the G(R)-orbit of X .

We can just as well use elements X ∈ ig(R). Then K(X) is sent to −K(X) by
complex conjugation.

We now define the analog of a Kostant section for g∗. Choose an isomorphism
ϕ : g → g∗ of C-vector spaces that is equivariant for the action of G and of the
Galois group. Then for a regular nilpotent element X ∈ g∗ define K(X) ⊂ g∗

as K(X) = ϕ(K(ϕ−1(X))). The rationality and uniqueness properties of K(X)
are inherited from the analogous properties in the case of g.

Choosing the isomorphism ϕ is equivalent to choosing a non-degenerate, G
and Galois invariant, bilinear form on g. For example we can use any extension
of the Killing form on the derived algebra by a non-degenerate bilinear form
on the center. In fact we claim the definition of K(X) is independent of the
choice as we now show.

Decompose g = z⊕g1⊕· · ·⊕gn, where z is the center of g and gi are the simple
factors. This decomposition is canonical, up to permuting the gi. The dual
decomposes accordingly as g∗ = z∗ ⊕ g∗1 ⊕ · · · ⊕ g∗n, where z∗ is the annihilator
of g1⊕· · ·⊕gn, and also equal to the fixed point space for the coadjoint action of
G, and g∗i is the annihilator of z⊕ g1 ⊕ · · · ⊕ ĝi ⊕ · · · ⊕ gn (with “hat” signifying
that we are omitting this summand), and also equal to the dual space of gi.
The isomorphism ϕ breaks up as ϕz ⊕ ϕ1 ⊕ · · · ⊕ ϕn, where ϕz : z → z∗ is an
isomorphism of C-vector spaces equivariant under complex conjugation, and
ϕi : gi → g∗i is an isomorphism of complex vector spaces equivariant under
G (equivalently, its simple piece Gi) and complex conjugation. Of these, ϕz is
arbitrary, while ϕi is uniquely determined up to a non-zero real scalar. Now
X = X1 + · · ·+Xn and Y = Y1 + · · ·+ Yn break up accordingly (neither has a
central piece), and we have

K(ϕ−1(X)) = z⊕
⊕

(ϕ−1
i (Xi) + Centgi

(ϕ−1
i (Yi))),

hence
K(X) = z∗ ⊕

⊕
(Xi + ϕi(Centgi

(ϕ−1
i (Yi)))).

But it is clear that the term ϕi(Centgi
(ϕ−1

i (Yi))) does not change if we multiply
ϕi by a non-zero scalar.

Note in particular that if we decompose g = z ⊕ g′ and analogously g∗ = z∗ ⊕
(g′)∗, with g′ = [g, g], then a regular nilpotent element X ∈ g lies in g′ and
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K(X) = z ⊕ K(X)′ with K(X)′ = K(X) ∩ g′, and dually a regular nilpotent
element X ∈ g∗ lies in (g′)∗ andK(X) = z∗⊕K(X)′ withK(X)′ = K(X)∩(g′)∗.

3.3 Generic eds representations

Definition 3.3.1. Suppose w = [(B, η)] is a Whittaker datum. We say that a
representation π of G(R) is w-generic if there is a non-zero smooth vector v in
the space of π such that π(x)(v) = η(x)v for all x ∈ N(R). We say π is generic if
it is w-generic for some w.

Remark 3.3.2. It is clear from the definition that π is w-generic if and only if its
restriction to Gsc(R) is so. We could therefore immediately restrict to the case
where G is semi-simple and simply connected. We will not do this in order
to make referencing this section easier. But notice that this observation allows
one to treat all groups discussed in §2.7.

Suppose π is an irreducible eds representation and let (S, τ) be its Harish-
Chandra parameter as in Remark 2.7.10, and write dτ = dτz + dτ ′ ∈ z∗ ⊕
ig∗(R) ⊂ g∗ accordingly. Let Oπ ⊂ z∗ ⊕ ig′(R)∗ ⊂ g∗ be the G(R)-orbit of dτ ,
and O′

π ⊂ ig′(R)∗ be the G(R)-orbit of dτ ′. Given a regular nilpotent element
X ∈ ig(R)∗ we have the Kostant section K(X) = z∗ ⊕ K(X)′ defined in §3.2.
The purpose of this subsection is to prove the following result.

Proposition 3.3.3. Suppose π is an eds representation and X ∈ ig(R)∗ is a regular
nilpotent element. The following are equivalent

1. π is wX -generic;

2. Oπ meets K(X);

3. O′
π meets K(X)′.

We begin with some preparations. If W is a subset of a real or complex vector
space V , define AC(W ), the asymptotic cone of W as in [BV80, Proposition 3.7],
[AV21, Definition 2.9]:

AC(W ) = {v ∈ V | ∃tn ∈ R>0, tn → 0, wn ∈W, lim
i→∞

tnwn = v}

This is a closed cone.

Lemma 3.3.4. Let ϵ ∈ {1,−1, i,−i}. Let OR ⊂ z∗ ⊕ ϵg′(R)∗ ⊂ g∗ be a regular
G(R)-orbit and X ∈ ϵg(R)∗ be a regular nilpotent element. Then X ∈ AC(OR) if
and only if K(X) meets OR.

Proof. Choose an isomorphism ϕ : g → g∗ as in §3.2. It is immediate that
ϕ(AC(ϕ−1(OR))) = AC(OR). This reduces the proof to the analogous statement
but with g∗ replaced by g. It is also clear that ϵ(AC(ϵ−1(OR))) = AC(OR), so
we may take ϵ = 1. We thus have a regular nilpotent element X ∈ g(R) and a
regular G(R)-orbit OR ⊂ g(R).

Assume first that X ∈ AC(OR). By [Kos63], K(X) is transversal to any G(C)-
orbit in g(C). Therefore the set Ad(G(C))K(X) contains an open ball around
X in g(C). This remains valid over R as well: Ad(G(R))K(X)(R) contains an
open ball around X in g(R).
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Choose tn ∈ R>0 with tn → 0 and wn ∈ OR such that tnwn → X . We conclude
that there exists g ∈ G(R) such that tnwn ∈ Ad(g)K(X)(R) for some n. This
is equivalent to Ad(g)−1wn ∈ t−1

n (K(X))(R). Since OR is a G(R)-orbit, we see
OR ∩ t−1

n (K(X))(R) ̸= ∅.

We now use the elementary facts that tK(X) = K(tX) and Ad(h)K(X) =
K(Ad(h)X) for t ∈ R and h ∈ G(C). Also it is well known that the G(R)-orbit
of X is a cone. (To see this, apply the real version of the Jacobson-Morozov the-
orem [CM93, Theorem 9.2.1] to find a homomorphism ϕ : SL2 → G such that

dϕ

(
0 1
0 0

)
= X . Then Ad(ϕ(diag(t, t−1))(X) = t2X .) Together these imply

G(R) · K(X) = G(R) · K(tX) (for all t > 0). (3.1)

The result follows, since OR ∩ t−1
n (K(X))(R) = OR ∩G(R) · (t−1

n (K(X))(R)) =
OR ∩G(R) · (K(X)(R)) = OR ∩ K(X)(R).

For the other direction, supposeK(X) meetsOR. This means there is an SL(2)-
triple (X,H, Y ), and an element Z ∈ Centg(Y ) such that W = X + Z ∈ O. By
[Kos59], the centralizer Centg(Y ) is abelian; furthermore there exists a Cartan
subalgebra h ⊂ g, and a positive system ∆ for the roots of h in g, such that E
is contained in the sum of ∆-positive root spaces, while Centg(F ) is contained
in the sum of ∆-negative roots. Therefore, if we set h(t) = exp(tH) for t ∈ R+,
then {

Ad(h(t)) · F −→ 0 as t→ +∞, while
Ad(h(t)) · E = f(t)E with f(t) > 0 and f(t)→ +∞ as t→∞.

Set Y (t) = Ad(h(t))Y ; then f(t) [E + Y (t)] = Ad(h(t))W lies on the orbit O.
Thus there exists a continuous path in R+ · OR with E = X as a limit point; by
definition this means X ∈ AC(OR).

For a closely related result see [FM21, Proposition 3.5].

Proof of Proposition 3.3.3. Since K(X) = z∗ ⊕ K(X)′ and Oπ = dτz + O′
π , the

equivalence of 2. and 3. is clear.

Suppose π is wX -generic. We define the wave-front set WF(π) as in [Mat92,
Section 3]. By definition this is a subset of ig(R)∗ consisting of nilpotent ele-
ments, so it is a finite union of nilpotent orbits.

By [Mat92, Theorem A] X ∈ WF(π). Furthermore by [HHO16, Theorem 1.2]
WF(π) = AC(Oπ). Therefore X ∈ AC(O), so K(X) meets Oπ by Lemma 3.3.4.

For the opposite implication consider the Harish-Chandra parameter (S, τ) of
π. Recall that Ω(S,G) acts on S by R-automorphisms, due to the ellipticity of
S. Applying an element of Ω(S,G) to τ we obtain τ1 with the property that
the element H1 ∈ is(R) corresponding to dτ1 under κ lies in a Weyl chamber
whose simple roots are non-compact (such Weyl chambers exist). By [Vog78,
Theorem 6.2(a,f)] the corresponding representation π1 is generic with respect
to some Whittaker datum. By Lemmas 3.3.4 and 3.1.4 we can apply an element
of ΩR(Sad, Gad) to τ1 to obtain τ2, such that the corresponding π2 is wX -generic.
By construction there is n ∈ N(S,G)(C) such that τ2 = Ad(n)τ .

By the already proved first implication of this proposition,Oπ2
meets K(X). By

assumption Oπ also meets K(X). Thus, the G(R)-orbits of τ and τ2 = Ad(n)τ
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meet K(X). Since the G(C)-orbit of Hτ meets K(X) in a unique point we
conclude that τ and τ2 = Ad(n)τ lie in the same G(R)-orbit, thus (by regularity)
in the same N(S,G)(R)-orbit. Modifying n by N(S,G)(R) arranges τ = τ2,
without changing π2, and we conclude π = π2.

Corollary 3.3.5. Let π be an eds representation. There exists precisely one Whittaker
model w for which π is w-generic.

Proof. Let (S, τ) be the Harish-Chandra parameter of π. If w1,w2 are two Whit-
taker models for which π is generic, let w ∈ ΩR(Sad, Gad) be an element s.t.
ww1 = w2 by Lemmas 3.3.4 and 3.1.4. Proposition 3.3.3 shows that the G(R)-
orbits of τ and wτ meet the same Kostant section (associated to w2.) These
G(R)-orbits must then be equal. Modifying w by an element of ΩR(S,G) we
see that τ = wτ . By regularity of Hπ this shows w = 1, but then w2 = ww1 =
w1.

We now mention a slight strengthening of Proposition 3.3.3.

Lemma 3.3.6. Suppose π = π(S, τ) is a generic eds representation and X ∈ ig(R)∗ is
a regular nilpotent element. Then π is wX -generic if and only if K(X) meets G(R) ·λ
where λ ∈ z⊕ is′(R)∗ is any element in the same Weyl chamber as dτ .

Suppose π = π(S, τ) and π′ = π(S, τ ′) are generic eds representations, which are
w,w′-generic, respectively. Then w = w′ if and only if dτ and dτ ′ are in the same
Weyl chamber.

Proof. For the first statement by Lemma 3.3.4 replace the condition on the Kostant
section with X ∈ AC(Odτ ). By [AA24, Proposition 3.9], AC(Odτ ) = AC(Oλ)
and the result follows.

This implies the if direction of the second statement. For the other direction see
See [AA24, Corollary 3.12].

See [AA24, Appendix] for details in the case of SL(2,R).

4 CONSTRUCTION OF L-PACKET AND INTERNAL STRUCTURE

Let G0 be a quasi-split connected reductive R-group with dual group Ĝ and
L-group LG. Let [φ] : WR → LG be a Ĝ-conjugacy class of discrete Langlands
parameters.

4.1 Factorization of a parameter

Before we state the next lemma, we introduce the following notation. Given
a, b ∈ C with a− b ∈ Z and z ∈ C× we define

za · z̄b := |z|a+b · (z/|z|)a−b.

More generally, if T̂ is a complex torus and λ, µ ∈ X∗(T̂ )C with λ− µ ∈ X∗(T̂ ),
and z ∈ C×, we define

λ(z) · µ(z̄) ∈ T̂
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to be the unique element characterized by

χ(λ(z) · µ(z̄)) = z⟨χ,λ⟩ · z̄⟨χ,µ⟩, ∀χ ∈ X∗(T̂ ).

It is well known that every continuous group homomorphism C× → C× is of
the form z 7→ za · z̄b for unique a, b ∈ C with a − b ∈ Z. Therefore, every
continuous group homomorphism C× → T̂ is of the form z 7→ λ(z) · µ(z̄) for
unique λ, µ ∈ X∗(T̂ )C with λ− µ ∈ X∗(T̂ ).

Lemma 4.1.1. Choose any representative φ within the conjugacy class [φ].

1. There exists a maximal torus T̂ ⊂ Ĝ that is normalized by the image of φ.

2. There exist λ, µ ∈ X∗(T̂ )C with λ− µ ∈ X∗(T̂ ) such that, for all z ∈ C×,

φ(z) = λ(z) · µ(z̄) ∈ T̂ .

3. The action of Γ = WR/C× on T̂ by conjugation via φ induces multiplication by
−1 on X∗(T̂ /Z(Ĝ)).

4. For all α ∈ R(T̂ , Ĝ), the a-priori complex number ⟨λ, α⟩ is a non-zero half-
integer, and equals −⟨µ, α⟩.

5. T̂ = Cent(φ(C×), Ĝ), thus T̂ is uniquely determined by φ.

Remark 4.1.2. 1. Note that 4. implies that the images λ′, µ′ ∈ X∗(T̂ /Z(Ĝ))C
lie in 1

2X∗(T̂ /Z(Ĝ)) and satisfy µ′ = −λ′. Although we will not need it,
it can be shown that in fact λ′, µ′ are integral, i.e. they lie in X∗(T̂ /Z(Ĝ)).

2. Furthermore, 4. implies that λ′ is a regular element of X∗(T̂ /Z(Ĝ))R,
and hence determines a Weyl chamber. Let ∆ be the set of simple roots
for that chamber. Once the integrality of λ′ is established, its regularity
implies ⟨α, λ′⟩ ≥ 1, and hence λ′ − ρ ∈ X∗(T̂ /Z(Ĝ)) is still a dominant
integral element of the chamber.

Proof of Lemma 4.1.1. (1) We consider LG = Ĝ ⋊ Γ as a disconnected algebraic
group. Let A ⊂ LG denote the Zariski closure of the image of φ and let B ⊂ A

denote the Zariski closure of φ(C×); the latter lies in Ĝ.

We claim that A consists of semi-simple elements. Since A2 ⊂ B it is enough
to show that B consists of semi-simple elements. This is equivalent to show-
ing that the adjoint action of B on the Lie algebra of Ĝ is semi-simple. Thus
consider Ad : Ĝ → GL(ĝ). The subgroup φ(C×) of Ĝ and consists of elements
which commute with each other, and are semi-simple elements by definition
of φ, cf. [Bor79, §8]. Therefore their actions on ĝ can be simultaneously diago-
nalized, i.e. their images in GL(ĝ) lie in a common torus. The preimage of this
torus in Ĝ is a closed subgroup consisting of commuting semi-simple elements
and contains B, proving the claim.

Now B is normal in A of index 2, B/B◦ is a finite abelian group, and B◦ is a
connected abelian algebraic groups consisting of semi-simple elements, hence
a torus. We conclude that A is supersolvable according to [SS70, Definition
5.14], and [SS70, Theorem 5.16] implies that A normalizes a maximal torus T̂ ⊂
Ĝ.
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(2) We continue with a maximal torus T̂ ⊂ Ĝ normalized by the image of φ.
Thus φ(C×), which is a subgroup of Ĝ, lies in N(T̂ , Ĝ). By continuity of φ

for the analytic topology, the subset φ(C×) of Ĝ is connected in the analytic
topology. The projection map N(T̂ , Ĝ)→ Ω(T̂ , Ĝ) is continuous in the analytic
topology, from which we conclude that the image of φ(C×) in Ω(T̂ , Ĝ) is trivial,
and hence B ⊂ T̂ . In particular, φ(z) ∈ T̂ for all z ∈ C×. The discussion
before the statement of the lemma provides unique λ, µ ∈ X∗(T̂ ) ⊗Z C with
λ− µ ∈ X∗(T̂ ) such that

φ(z) = λ(z) · µ(z̄), ∀z ∈ C×.

For the remainder of the proof, we assume without loss of generality that Ĝ is
adjoint.

(3) Since φ(C×) ⊂ T̂ by (2), the action of WR on T̂ by conjugation via φ fac-
tors through WR/C× = Γ. If the induced action on X∗(T̂ ) stabilizes some
0 ̸= ν ∈ X∗(T̂ ), then the image of φ would be contained in the proper parabolic
subgroup Pν determined by ν, contradicting the assumed discreteness of φ.
Therefore, the involution of X∗(T̂ ) induced by the action of the non-trivial ele-
ment of Γ is given by multiplication by −1.

(4) Using (3) we see that, for all z ∈ C×,

µ(z)λ(z̄) = φ(z̄) = φ(σ · z · σ−1) = Ad(φ(σ))(λ(z)µ(z̄)) = (−λ)(z) · (−µ)(z̄),

which shows λ = −µ. Thus ⟨λ, α⟩ = −⟨µ, α⟩ for all α ∈ R(T̂ , Ĝ). Moreover,
since λ− µ ∈ X∗(T̂ ), we conclude 2λ ∈ X∗(T̂ ).

If there is some α ∈ R(T̂ , Ĝ) with ⟨λ, α⟩ = 0, then all elements of the root
subgroups Uα and U−α are fixed by φ(C×), while these two root subgroups are
interchanged by φ(σ) for any σ ∈WR projecting to the non-trivial element of Γ.
The semi-simple group of rank 1 generated by Uα and U−α is thus stable under
the action of WR via conjugation by φ, and this action descends to Γ and is thus
given by an involution. This involution is necessarily inner, i.e. it coincides
with the conjutation action of an element of this group. The subgroup of fixed
points is thus at least of dimension 1 (it contains a maximal torus in this 3-
dimensional subgroup). This subgroup lies in Cent(φ, Ĝ) and contradicts the
discreteness of φ.

(5) From (2) and (4) we have φ(z) = (2λ)(z/|z|) ∈ T̂ and 2λ is a regular element
of X∗(T̂ ). Since the image of z 7→ z/|z| is the unit circle S1 of C×, which is
Zariski dense in the 1-dimensional torus C×, the centralizer of the subgroup
(2λ)(S1) of Ĝ is the same as that of (2λ)(C×), which in turn equals T̂ .

We continue with a chosen representative φ of the conjugacy class [φ]. Lemma
4.1.1 provides the maximal torus T̂ ⊂ Ĝ normalized by φ and containing
φ(C×). The composition of φ with the projection N(T̂ , LG) → Ω(T̂ , LG) =

N(T̂ , LG)/T̂ factors through a homomorphism ξ : Γ → Ω(T̂ , LG). Let Ŝ de-
note the Γ-module with underlying abelian group T̂ and Γ-structure given by
Ad ◦ ξ. Let S be the R-torus whose dual is Ŝ, i.e. the R-torus determined by
X∗(S) = X∗(Ŝ) as Γ-modules.
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By construction we have R(T̂ , Ĝ) ⊂ X∗(T̂ ) = X∗(Ŝ) = X∗(S), and we write
R∨(S,G) for this set. Analogously we have a subset R(S,G) ⊂ X∗(S). Both
of these subsets are Γ-stable and according to Lemma 4.1.1 the action of σ on
R(S,G) is by negation. Thus S/Z(G) is anisotropic, where Z(G) ⊂ S is the
joint kernel of all elements if R(S,G).

Let S(R)G be the double cover of S(R) reviewed in §2.6, associated to the sub-
set R(S,G) ⊂ X∗(S). As discussed there, there is a canonical Ĝ-conjugacy class
of L-embeddings LSG → LG. Inside of this class, there is a unique Ŝ-conjugacy
class, call it Lj, whose restriction to Ŝ is the tautological embedding Ŝ → Ĝ.
The image of this L-embedding is described in (2.5), and contains the image
of φ by construction. Thus φ = Lj ◦ φS for a unique Ŝ-conjugacy class of L-
homomorphisms φS : WR → LSG. According to [Kal19a, Theorem 3.15], φS

corresponds to a genuine character τ : S(R)G → C×.

Finally, the tautological inclusion T̂ ⊂ Ĝ provides an embedding ȷ̂ : Ŝ → Ĝ.
While this embedding is not Γ-equivariant, its Ĝ-conjugacy class is, because
the embedding T̂ → Ĝ is Γ-equivariant and the Γ-structures of Ĝ and Ŝ differ
by twisting by Ĝ.

The construction of (S, τ, ȷ̂ ) depended on the choice of φ within its conjugacy
class. The next lemma shows that this dependence is irrelevant.

Lemma 4.1.3. If (S1, τ1, ȷ̂1) and (S2, τ2, ȷ̂2) are two pairs obtained from two different
choices φ1 and φ2 of elements of the Ĝ-conjugacy class [φ], there exists a unique iso-
morphism S1 → S2 which identifies τ1 with τ2 and whose dual intertwines ȷ̂1 and ȷ̂2.
It is given by conjugation by an element of Ĝ.

Proof. The uniqueness claim is clear from the compatibility with ȷ̂i. We show
existence. Let T̂i be the centralizer of φi(C×), a maximal torus according to
Lemma 4.1.1. Choose any g ∈ Ĝ such that Ad(g) ◦ φ1 = φ2. Then Ad(g)T̂1 =

T̂2 and the isomorphism Ad(g) : T̂1 → T̂2 translates the Γ-action induced by
Ad◦φ1 to that induced by Ad◦φ2. Therefore, Ad(g) : Ŝ1 → Ŝ2 is Γ-equivariant.
Tautologically, it intertwines ȷ̂1 and ȷ̂2.

The dual isomorphism S2 → S1 identifies the subsets R(S1, G) ⊂ X∗(S1) and
R(S2, G) ⊂ X∗(S2), hence lifts canonically to an isomorphism of double covers
S2(R)G → S1(R)G. Dually the isomorphism Ŝ1 → Ŝ2 extends canonically to
an isomorphism LS1,G → LS2,G, which commutes with the canonical L-em-
beddings into LG. Therefore, it translates the factorization of φ1 through LS1,G

to the factorization of φ2 through LS2,G, which implies that the isomorphism
S2(R)G → S1(R)G identifies τ2 with τ1.

4.2 Construction of the L-packet

The natural embedding Ŝ → Ĝ is not Γ-equivariant, but its Ĝ-conjugacy class
is. From §2.3 we obtain the category J of embeddings of S into all pure (or
rigid) inner forms of G0.

Consider (G, ξ, z, j) ∈ J (R). As discussed in §2.7, there exists a unique eds
representation πj of G(R) associated to the pair (S, τ), transported to G via j.
According to §2.7 the representation πj depends on the G(R)-conjugacy class
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of j, and two distinct such conjugacy classes produce two non-isomorphic rep-
resentations.

Definition 4.2.1. We define the pure (resp rigid) compound L-packet

Π̃φ = {(G, ξ, z, πj)|(G, ξ, z, j) ∈ J (F )} ⊂ Π̃,

Πφ = Π̃φ/G0(C) ⊂ Π.

For each pure (or rigid) inner twist (G, ξ, z) of G0, we define

Πφ(G, ξ, z) = {π|(G, ξ, z, π) ∈ Π̃φ}.

Lemma 4.2.2. The set of representations Πφ((G, ξ, z)) equals {πj |j ∈ JG(R)/G(R))}.
In particular, it is independent of z. It coincides with the set Πφ(G) constructed by
Langlands in [Lan89, §3].

Proof. As discussed in §2.3, the set of (G, ξ, z, j) ∈ J (R) with fixed triple (G, ξ, z)
corresponds to JG(R), in particular is independent of z. Since the images of the
members of JG(R) are elliptic maximal tori, and all such are conjugate under
G(R), we can choose representatives of JG(R)/G(R) that all have the same im-
age, call it S′ ⊂ G. Then these representatives are a single orbit under Ω(S′, G).
In other words, if τ ′ is the transport of τ under one admissible embedding
j : S → G with image S′, then all others make out the Ω(S′, G)-orbit of τ ′.
Since we have specified the representations πj by their character values on reg-
ular elements of S′(R) in the same way as in [Lan89, §3] or [AV16, §4].

We have thus recovered the L-packets constructed by Langlands. At the mo-
ment they do not depend on the datum z in the triple (G, ξ, z). This datum will
play a role in the internal parameterization of these packets, to which we turn
next.

4.3 Internal structure of the compound packet

Recall from Lemma 2.3.1 that the abelian group H1(Γ, S) in the pure case (resp.
H1(u → W,Z(G0) → S) in the rigid case) acts simply transitively on the set
J (R)/G0(C). By construction we have a bijection J (R)/G0(C) → Πφ. At the
same time, Lemma 4.1.1 provides an identification Sφ = ŜΓ, hence by Tate-
Nakayama duality π0(Sφ)

∗ = π0(Ŝ
Γ)∗ = H1(Γ, S). Analogously, in the rigid

setting we obtain π0(S
+
φ )∗ = H1(u → W,Z(G0) → S). This provides a simply

transitive action of the abelian group π0(Sφ)
∗ in the pure setting, and π0(S

+
φ )∗

in the rigid setting, on the set Πφ.

Lemma 4.3.1. The set Πφ((G0, 1, 1)) contains a unique w-generic member.

Proof. By Lemma 3.1.2 we have w = wX for some regular nilpotent X ∈ ig∗(R).
Proposition 3.3.3 states that implies that πj is w-generic if and only if dj(dτ) ∈
g∗ meets the Kostant section K(X). But as j varies over JG0(R)/G0(R), the
element dj(dτ) varies over the G0(R)-classes in a fixed stable class. Therefore,
dj(dτ) meets any Kostant section for precisely one j ∈ JG0(R)/G0(R). At the
same time, j 7→ πj is a bijection from j ∈ JG0(R)/G0(R) to Πφ((G0, 1, 1)) by
construction of the latter.
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Taking the unique w-generic member of Π((G0, 1, 1)) ⊂ Πφ, provided by Lemma
4.3.1, as a base-point, the simply-transitive action turns into the bijection from

ιw : π0(Sφ)
∗ → Πφ, resp. ιw : π0(S

+
φ )∗ → Πφ.

We can summarize the construction and internal structure of Πφ as follows.
We use the language of pure inner forms; that of rigid inner forms is entirely
analogous. We use the simplified notation to write Π̃ for the set of pairs (z, π),
where z ∈ Z1(R, G0) and π an isomorphism class of representations of the
twist Gz , and Π = Π̃/G0(C). Then Π̃φ ⊂ Π̃ is the image of the map J (F )→ Π̃
sending (z, j) to (z, πj). The group Z1(R, S) acts on J (R) by x · (z, j) = (x ·
z, j). If jw : S → G0 is an embedding for which πjw is w-generic, then we
obtain the map Z1(R, S) → J (R) sending x to (x, jw). Composing this with
the map J (R) → Π̃φ and taking quotient under the action of G0(C) produces
the bijection H1(R, S)→ Πφ, which, together with the isomorphism π0(Sφ)

∗ =
H1(R, S) produces the desired bijection ιw : π0(Sφ)

∗ → Πφ.

4.4 Dependence on the choice of Whittaker datum

In order to obtain the bijection from π0(Sφ)
∗ (resp,. π0(S

+
φ )∗) to Πφ, we had

to choose a Whittaker datum w and apply Lemma 4.3.1. Another Whittaker
datum is of the form w′ = Ad(ḡ)w with ḡ ∈ G0,ad(R). According to Propo-
sition 3.3.3, if π is w-generic, then Ad(ḡ)π is w′-generic. If j : S → G0 is the
embedding with π = πj , then Ad(ḡ)πj is associated to the embedding Ad(ḡ)◦j.

As described in §4.3, the bijection π0(Sφ)
∗ → Πφ is the composition of the

orbit map for the action of π0(Sφ)
∗ = H1(R, S) on J (R)/G0(C) through the

embedding j with the G0(C)-equivariant bijection J (F ) → Π̃φ. Neither the
latter bijection nor the action of H1(R, S) on J (R)/G0(C) depend on w, only
the particular point j ∈ J (F ) does. The orbit map through j is given by x 7→
(x, j), while the orbit map through Ad(ḡ)◦ j is given by x 7→ (x,Ad(ḡ)◦ j). But
(x,Ad(ḡ) ◦ j) = g(g−1xσ(g), j)g−1, for any g ∈ G0(C) lifting ḡ ∈ G0,ad(R).

Now z(σ) = g−1σ(g) belongs to Z1(R, Z(G0)). We conclude that (x,Ad(ḡ), j)
is equivalent modulo the action of G0(C) to (z · x, j). This shows that the bi-
jection H1(R, S) → Πφ normalized via w′ = Ad(g)w is obtained form the
bijection normalized via w by shifting the latter via multiplication by [z] ∈
H1(R, Z(G0)).

Now consider the identification π0(Sφ)
∗ = H1(R, S). It can be extended to a

commutative diagram

π0(Sφ)
∗ ∼= // H1(R, S)

H1(WR, Ĝsc → Ĝ)∗

OO

∼= // H1(R, Z(G0)).

OO

We have used the WR-cohomology of the crossed module Ĝsc → Ĝ and the
duality between it and the Γ-cohomology of the crossed module G→ Gad. The
latter is however quasi-isomorphic to Z(G0). The left vertical map is obtained
from the long exact cohomology sequence for the crossed module Ĝsc → Ĝ

endowed with WR-action given by Ad◦φ. The edge map Sφ = H0(WR, φ, Ĝ)→
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H1(WR, Ĝsc → Ĝ) factors through π0(Sφ). Note that, the cohomology of Ĝsc →
Ĝ is canonically the same whether we take the WR-action coming from the dual
groups, or the one coming from Ad ◦ φ, because the two structures differ by
a homotopically trivial twist in the sense of [Kal11, §2.4]. For an alternative
construction without resorting to crossed modules we refer to [Kal13, §4].

If we denote by (w,w′) the character of H1(WR, Ĝsc → Ĝ) corresponding to [z],
as well as its pull-back to π0(Sφ), then we obtain the formula

ιw′(x) = ιw(x · (w,w′)). (4.1)

4.5 The case of a cover of G

We now consider G quasi-split and a cover G(R)x of G(R) coming from a char-
acter x : π̃1(G) → µn(R) as in [Kal22]. This will be relevant for endoscopic
groups H , where we will be working with L-packets on the double cover
H(R)±. It was shown in [Kal22, §2.6] that the local Langlands correspondence
for such covers follows from the case of non-covers. We will give here an al-
ternative approach that does not pass via reduction to non-covers, and instead
works directly with the covers. This is possible due to the flexibility of Harish-
Chandra’s results on representation theory and harmonic analysis, as reviewed
in §2.7.

The procedure is essentially the same as for the group G(R). We start with a
discrete L-parameter φ : WR → LGx. By the same arguments as in §4.1, T̂ =

Cent(φ(C×), Ĝ) is a maximal torus of Ĝ, and the image of φ lies in N(T̂ , LGx).
The composition of φ with the adjoint action Ad factors through Γ and induces
a Γ-structure on T̂ , which we call Ŝ. The Ĝ-conjugacy class of the inclusion ȷ̂ :

Ŝ → Ĝ is Γ-stable, hence leads again to the set J (F ) of admissible embeddings
of S into pure (or rigid) inner forms of G.

Let S(R)G be the double cover of S(F ) associated to the subset R(S,G) ⊂
X∗(S). It is the same double cover that was used in §4.1. Now we have another
double cover, called S(F )x, coming from the pull-back of x : π̃1(G) → µn(C)
under the natural map π̃1(S)→ π̃1(G). Each admissible embedding j : S → G
lifts naturally to an embedding S(R)x → G(R)x.

Consider the Baer sum S(R)G,x of the two double covers. We have the canon-
ical L-embedding LSG → LG. This embedding induces a canonical L-embed-
ding LSG,x → LGx. The L-parameter φ factors through it and provides an
L-parameter φS : WR → LSG,x, hence a genuine character τ : S(R)G,x → C×.
Thus again we have a triple (S, τ, ȷ̂ ). The analog of Lemma 4.1.3 holds, with
the same proof.

For each (G, ξ, z, j) ∈ J (R) we use j to identify S with a maximal torus of
G. We can view τ as a genuine character of a double cover of S(R)x. Then
Theorem 2.7.7 provides a genuine eds representation πj of G(R)x whose char-
acter restricted to S(R)x is given by (2.6). The definition of the L-packet and its
internal structure are now done in the same way as in §4.1 and §4.3.
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5 ENDOSCOPIC CHARACTER IDENTITIES

Let φ : WR → LG be a discrete parameter. Let s ∈ Sφ (resp. s ∈ S+
φ ) be a

semi-simple element. Associated to the pair (φ, s) is a (pure or rigid) refined
endoscopic datum (H, s,H, η) and a factorization φ′ : WR → LH± of φ, whose
construction was reviewed in §2.8. Here LH± is the L-group of the canonical
double cover H(F )± of H(F ) associated to (H, η).

5.1 Statement of the main theorem

As discussed in §4.5 there is an associated L-packet Πφ′(H±) of genuine repre-
sentations of H(F )±. Consider the virtual character

SΘφ′ :=
∑

σ∈Πφ′ (H±)

⟨σ, s⟩Θσ =
∑

σ∈Πφ′ (H±)

⟨σ, 1⟩Θσ =
∑

σ∈Πφ′ (H±)

Θσ

on H(R)±, where ⟨σ,−⟩ is the character of the irreducible representation of
π0(Sφ) (resp. π0(S

+
φ )) associated to σ by the bijection of §4.3. Let us argue the

two equalities. Since Z(Ĥ)Γ (resp. Z( ̂̄H)+) acts trivially on this irreducible rep-
resentation, and s belongs by construction to this group, we see ⟨σ, s⟩ = ⟨σ, 1⟩,
hence the first equality. The second comes from the fact that Sφ is abelian,
because it lies in Ŝ (and S+

φ lies in ̂̄S), where Ŝ is the torus involved in the con-
struction of the L-packet on H . Note that, while the bijection of §4.3 depends
on the choice of a Whittaker datum, the argument of §3.1 shows that the value
⟨σ, 1⟩ does not depend on this choice.

We have a corresponding construction in the classical languange, where the
cover H(F )± is replaced by an arbitrary choice of a z-pair (H1,

Lη1) consisting
of a z-extension H1 → H and an L-embedding Lη1 : H → LH1. We can then
form the composed parameter φ1 = Lη1 ◦ φ′ and have the L-packet Πφ1(H1),
from which we can form the virtual character

SΘφ1 :=
∑

σ∈Πφ1
(H1)

⟨σ, s⟩Θσ =
∑

σ∈Πφ1
(H1)

⟨σ, 1⟩Θσ =
∑

σ∈Πφ1
(H1)

Θσ

on H1(F ).

Let (G, ξ, z) be a pure (resp. rigid) inner twist of G0. We have the virtual char-
acter on G(R) given by

Θw,s
φ := e(G)

∑
π∈Πφ((G,ξ,z))

⟨π, s⟩Θπ.

This virtual character does depend on w.

The following is the main theorem of this article. It is a fundamental result of
Shelstad [She82], [She10], [She08b].

Theorem 5.1.1. Let f ∈ C∞c (G(R)) be a test function.

1. If fH± ∈ C∞c (H(R)±) matches f as in Definition 2.9.2, then

Θw,s
φ (f) = SΘφ′(fH±).
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2. If fH1 ∈ C∞c (H1(R)) matches f as in Definition 2.9.2, then

Θw,s
φ (f) = SΘφ1

(fH1).

Remark 5.1.2. Recall from Remark 2.9.3 that the concept of matching functions
depends on choices of measures for G(R), H(R), and all tori in those groups. In
the above theorem the distribution Θw,s

φ depends on the choice of measure on
G(R), and SΘφ′ depends on the choice of measure on H(R). But the measures
on the tori are do not influence these distributions. Therefore, the validity of
the claimed identity assumes that the measures on the tori of G and H are
synchronized.

More precisely, if TH ⊂ H and T ⊂ G are tori and TH → T is an admissible
isomorphism, we demand that it identifies the measures on TH(R) and T (R).
Any two admissible isomorphisms differ by conjugation by Ω(T,G)(R). Since
this action preserves any Haar measure on T (R), the choice of admissible iso-
morphism is irrelevant.

5.2 Reduction to the elliptic set

We now formulate an equivalent version of Theorem 5.1.1 that involves char-
acter functions, rather than character distributions. Note that the character
functions are canonical, in particular independent of choices of mesures.

Theorem 5.2.1. 1. For every strongly regular semi-simple element δ ∈ G(R) the
following identity holds

Θw,s
φ (δ) =

∑
γ∈H(R)/st

∆[w, e, z](γ̇, δ)SΘφ′(γ̇).

2. For every strongly regular semi-simple element δ ∈ G(R) the following identity
holds

Θw,s
φ (δ) =

∑
γ∈H(R)/st

∆[w, e, z, z](γ1, δ)SΘφ1
(γ1).

Lemma 2.11.2 shows that Theorems 5.1.1 and 5.2.1 are equivalent. The next
lemma reduces the proof further to the set of elliptic elements.

Lemma 5.2.2. If Theorem 5.2.1 holds for all elliptic δ, then it holds for all δ.

Proof. Again the proofs of 1. and 2. are essentially the same.

Step 1: Let G(R)♮ be the image of Gsc(R)→ G(R). Both sides are supported on
ZG(R) ·G(R)♮, and transform by the same character of ZG(R).

Proof. Letting ZG(R) act on the elliptic maximal torus of G by multiplication,
the assumption that the identity of Theorem 5.2.1 holds for elliptic elements
implies that both sides of that identity transform under the same character of
ZG(R). It thus remains to prove the support condition.

Theorem 2.7.7 shows that the character of an eds representation of G(R) is
supported on ZG(R) · G(R)♮. It follows that the function Θw,s

φ is supported
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on ZG(R) · G(R)♮. In the same way, we see that the function SΘφ± is sup-
ported on ZH(R)± · H(R)♮±, where H(R)♮± is the image of the natural splitting
Hsc(R)→ H(R)±.

To show that the right hand side of the identity of Theorem 5.2.1 is supported
on ZG(R) · G(R)♮, consider a strongly regular semi-simple element δ ∈ G(R)
for which the right-hand side is non-zero. Thus there exists γ̇ ∈ H(R)± such
that SΘφ′(γ̇) ̸= 0 and ∆(γ̇, δ) ̸= 0.

Let T ⊂ G be the centralizer of δ and let S ⊂ H be the centralizer of the image
γ ∈ H(R) of γ̇. Since SΘφ′(γ̇) ̸= 0 we know γ ∈ ZH(R) · S(R)♮, where S(R)♮ is
the image of Ssc(R)→ S(R), and Ssc is the preimage of S in Hsc. Since ∆(γ̇, δ) ̸=
0 there is a (necessarily unique) admissible isomorphism j : S → T mapping
γ to δ. The induced isomorphism X∗(S) → X∗(T ) identifies the coroot lattice
Q∨(S,H) with a sublattice of the coroot lattice Q∨(T,G), and hence restricts to
a homomorphism X∗(Ssc) → X∗(Tsc). This means that j : S(R) → T (R) maps
S(R)♮ into T (R)♮. This reduces to showing that j maps ZH(R) to ZG(R) ·T (R)♮,
for which it is enough to show that the map (S/ZG)(R) → (T/ZG)(R) sends
(ZH/ZG)(R) into the image of Tsc(R) → Tad(R); here Tsc is the preimage of T
in Gsc and Tad is the image of T in Gad.

If we assume that T is elliptic then the claim follows from the fact that both Tsc
and Tad are anisotropic, hence their R-points are connected, and hence the map
Tsc(R)→ Tad(R) is surjective.

We will reduce the general case to this special case by means of the following
general consideration. Consider maximal tori S1, S2 ⊂ H and T1, T2 ⊂ G and
let ji : Si → Ti be admissible isomorphisms. By definition this means that
there exist h ∈ H(C) and g ∈ G(C) such that Ad(g) ◦ j1 = j2 ◦ Ad(h). Since
j1, j2 are defined over R we see Ad(σ(g))◦ j1 = j2 ◦Ad(σ(h)). Combining with
the previous equation and noting that h−1σ(h) ∈ N(S1, H)(C) and g−1σ(g) ∈
N(T1, G)(C) we conclude that the action of h−1σ(h) on S1 is transported via
j1 to the action of g−1σ(g) on T1. Use j1 to identify the Weyl group of (S1, H)
with a subgroup of the Weyl group of (T1, G), and the root system R(S1, H)
with a subset of the root system R(T1, G). Now let z ∈ ZH(R) and assume that
j1(z) ∈ T1(R) lies in ZG(R) · T1(R)♮. We claim that then j2(z) ∈ T2(R) lies in
ZG(R) · T2(R)♮. To see this, write j1(z) = xȳ1 with x ∈ ZG(R) and ȳ1 ∈ T1(R)
the image of y1 ∈ T1,sc(R). Since j2(z) = j2(Ad(h)z) = Ad(g)j1(z) we see
that j2(z) = xȳ2 with y2 = Ad(g)y1 ∈ T2,sc(C). It is enough to check that
y2 ∈ T2,sc(R). But σ(y2) = Ad(σ(g))y1 = Ad(g)Ad(g−1σ(g))y1 and it is enough
to check that the action of g−1σ(g) ∈ N(T1, G)(C) on T1,sc fixes y1. We have
established that the image of g−1σ(g) in the Weyl group of (T1, G) lies in the
Weyl group of (S1, H), and therefore is a product of simple reflections for roots
in the subset R(S1, H) of R(T1, G). Therefore, the Weyl element g−1σ(g) fixes
every element of T1,sc(C) that is killed by all elements of R(S1, H) ⊂ R(T1, G).
But y1 is indeed killed by all elements of R(S1, H), because ȳ1 is.

We apply this general consideration to the case S1 = S, T1 = T , j1 = j, S2 the
maximal elliptic torus in H , T2 the maximal elliptic torus in G, and j2 : S2 → T2

any admissible isomorphism.

With Step 1 complete, it is thus enough to compare both sides of the identity
of Theorem 5.2.1 after pulling back to Gsc(R). The pull-back of Θw,s

φ to Gsc(R)
is equal to the analogous function for that group. Indeed, the L-group of Gsc

is LG/Z(Ĝ), so we can compose φ with the projection modulo Z(Ĝ) and map
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s modulo Z(Ĝ). The Whittaker datum w for G produces one for Gsc by pull-
back, and the function Θw,s

φ for Gsc equals the pullback to Gsc of the function
Θw,s

φ for G.

The same argument applies to the right-hand side of the identity of Theorem
5.2.1. We can replace H by H/Z(Ĝ) to obtain an endoscopic pair for Gsc. The
transfer factors for that pair and Gsc are the pull-back of the transfer factors for
G.

This allows us to assume that G is semi-simple and simply connected in what
follows, and hence apply the results of [HC65a].

Step 2: Both sides are invariant eigendistributions, with the same infinitesimal
character, whose values on the regular set are bounded.

Proof. It is known [HC65a, Theorem 3] that the un-normalized character of
a discrete series representation π of a G(R) is represented by a conjugation-
invariant function, denoted by Θ in loc. cit., which is an eigenfunction for
the center z of the universal enveloping algebra and such that the normalized
function |DT |1/2Θ is bounded. Let us explain more precisely the eigenfunc-
tion property. Let (S, τ) be the Harish-Chandra parameter of π. Let γ : z →
S(s)Ω(S,G) be the Harish-Chandra isomorphism. The differential dτ : s → C is
a C-linear form and induces an algebra character S(s)→ C. The eigenfunction
property is z ·Θ = dτ(γ(z)) ·Θ.

These statements carry over to the left-hand side of the identity of Theorem
5.2.1, which is just a complex linear combination of such functions, but we
need to be mindful that we are using here normalized characters. Therefore,
these properties now read

1. z · (|D(−)|−1/2Θw,s
φ ) = dτ(γ(z)) · (|D(−)|−1/2Θw,s

φ ) for all z ∈ z.

2. supx∈G(R)rs
|Θw,s

φ (x)| <∞.

We now claim that the right-hand side of the identity of Theorem 5.2.1 is also
has those properties. Invariance (under conjugation by G(R)) follows from the
corresponding property of the transfer factor ∆(γ̇, δ) in the variable δ.

To see boundedness, we note that for any fixed δ, there are only finitely many γ̇
with ∆(γ̇, δ) ̸= 0, and in fact their number is bounded by |Ω(T,G)|. The values
of the transfer factor are roots of unity ([Kal22, Lemma 4.3.3]). The bounded-
ness of the right-hand side now follows from the boundedness of SΘφ′ , the
latter function being the analog of Θw,s

φ for the group H and s = 1.

To check the eigendistribution property for the function δ 7→
∑

γ ∆(γ̇, δ)SΘφ′(γ̇)
we fix δ and let T ⊂ G be its centralizer. To apply a differential operator to this
function at δ, it is enough to consider the function in a neighborhood of δ. Let
γ1 . . . , γn be representatives for the stable classes in H(R) that transfer to the
stable class of δ and let S1, . . . , Sn ⊂ H be their centralizers. Let ji : T → Si

be the unique admissible isomorphism with ji(δ) = γi. There is a connected
open neighborhood U ⊂ T (R) of δ so that, for each δ′ ∈ U , j1(δ′), . . . , jn(δ′)
is a set of representatives for the stable classes in H(R) that transfer to δ′, and
such that the double cover Si(R)± splits over ji(U). We let Ui ⊂ Si(R)± be an
arbitrary choice of one of the two connected components of the preimage of
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ji(U) in Si(R)±. Then ji lifts to a diffeomorphism U → Ui, which we still call
ji. The restriction to U of the function δ 7→

∑
γ ∆(γ̇, δ)SΘφ′(γ̇) is now given by

δ′ 7→
∑n

i=1 ∆(ji(δ
′), δ′)SΘφ′(ji(δ

′)).

It will be enough to consider each summand individually. By [Kal22, Corol-
lary 4.3.4], the function δ′ 7→ ∆(ji(δ

′), δ′) is locally constant, so after possibly
shrinking U we may assume that it is constant. Thus the summand under con-
sideration becomes δ′ 7→ SΘφ′(ji(δ

′)), a function defined on a connected open
neighborhood U in G(R) of the fixed strongly regular semi-simple element δ.

We apply Proposition 2.12.1 to the smooth class function

fi(δ
′) = |DT (δ

′)|−1/2SΘφ′(ji(δ
′))

and see that for z ∈ z we have

(z · fi)|T (R)∩U = |DT (−)|−1/2γ(z) · (SΘφ′ ◦ ji)|T (R)∩U . (5.1)

The admissible isomorphism ji : T → Si induces an isomorphism S(t)→ S(si)
which embeds S(t)Ω(T,G) into S(si)

Ω(Si,H). We have

γ(z) · (SΘφ′ ◦ ji)|T (R)∩U = (ji(γ(z)) · SΘφ′ |Si(R)±∩Ui
) ◦ ji. (5.2)

Let γi : zH → S(si)
Ω(Si,H) be the Harish-Chandra isomorphism for (H,Si) and

let zH ∈ zH be the preimage under γi of ji(γ(z)). We apply again Proposition
2.12.1, this time to the smooth class function |DSi

(−)|−1/2SΘφ′ on H(R)± to
see

ji(γ(z)) · SΘφ′ |Si(R)±∩Ui
= |DSi

(−)|1/2 · zH · (|DSi
(−)|−1/2SΘφ′)|Si(R)±∩Ui

.
(5.3)

The eigenfunction property of SΘφ′ gives

zH · (|DSi(−)|−1/2SΘφ′) = dτ ′(γ′(zH)) · (|DSi(−)|−1/2SΘφ′), (5.4)

where (S′, τ ′) is the Harish-Chandra parameter of any element in the L-packet
Πφ′ , unique up to stable conjugacy, and γ′ : zH → S(s′)Ω(S′,H) is the Harish-
Chandra isomorphism. The scalar dτ ′(γ′(zH)) can now switch places with the
Weyl discriminant and combining (5.2), (5.3), and (5.4), we obtain

γ(z) · (SΘφ′ ◦ ji) = dτ ′(γ′(zH)) · SΘφ′ ◦ ji (5.5)

as functions on T (R) ∩ U .

By definition, the two Harish-Chandra isomorphisms γi and γ′ are related by
composition by Ad(h) for any h ∈ H(C) with Ad(h)Si = S′. Note that the
R-structure here is irrelevant, because the Harish-Chandra homomorphism is
defined over C. Furthermore, transporting dτ ′ under Ad(h) and then under
the isomorphism ji produces dτ With this we obtain dτ ′(γ′(zH)) = dτ(γ(z)).
Combining this with (5.1) and (5.5) we obtain

z · (|DT (−)|−1/2SΘφ′ ◦ ji) = dτ(γ(z)) · (|DT (−)|−1/2SΘφ′ ◦ ji).

The desired eigendistribution property of the function δ 7→
∑

γ ∆(γ̇, δ)SΘφ′(γ̇)
has thus been proved.

Step 3: We have shown that both sides of the identity of Theorem 5.2.1 are
invariant functions on G(R)sr, transform under the same character of z, and are
bounded (having already been normalized). We are assuming that they take
equal values on all elliptic elements. Therefore [HC65a, Lemma 44] implies
that they are equal.
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5.3 The left hand side

In this subsection we will provide a formula for the left hand side of the iden-
tity in Theorem 5.2.1, i.e. Θw

φ,s(δ), for strongly regular semi-simple elliptic
δ ∈ G(R). The end result is (5.6).

The members of Πφ((G, ξ, z)) are parameterized by the set of G(R)-conjugacy
classes of admissible embedding j : S → G. Given such an embedding let
πj be the corresponding representation. Let jw : S → G0 be the unique em-
bedding for which πjw is the unique w-generic member of Πφ((G0, 1, 1)). Then
inv(jw, j) ∈ H1(Γ, S) = π0(Ŝ

Γ)∗ = π0(Sφ)
∗ equals ρπj

. Therefore the left hand
side becomes

Θw
φ,s(δ) = e(G)

∑
j

⟨s, inv(jw, j)⟩Θπj
(δ),

where j runs over (a set of representatives for) the set of G(R)-conjugacy classes
in Jξ. Harish-Chandra’s character formula (2.6) states

Θπj
(δ) = (−1)q(G)

∑
w∈WR(G,jS)

τ ′

d′τ
(j−1w−1δ),

where we have conjugated δ within G(R) to land in jS(R). Combining the two
formulas and using e(G) = (−1)q(G0)−q(G), we obtain

Θw
φ,s(δ) = (−1)q(G0)

∑
j

⟨s, inv(jw, j)⟩
∑

w∈WR(G,jS)

τ ′

d′τ
(j−1w−1δ).

Instead of conjugating δ to land in jS, we can conjugate j by G(R) to achieve
this, without changing πj . With this shift in point of view we can combine the
two sums and arrive at

Θw
φ,s(δ) = (−1)q(G0)

∑
j

⟨s, inv(jw, j)⟩
τ ′

d′τ
(j−1w−1δ),

where now the sum runs over the set of those j ∈ Jξ whose image contains δ.

As j runs over this set, jwj−1(δ) runs over the set of elements δ0 ∈ Sw(R)
that are stably conjugate to δ, where Sw ⊂ G0 is the image of jw, an ellip-
tic maximal torus of G0. Moreover, jw transports inv(jw, j) ∈ H1(R, S) to
inv(δ0, δ) ∈ H1(R, Sw). So we arrive at

Θw
φ,s(δ) = (−1)q(G0)

∑
δ0

⟨sw, inv(δ0, δ)⟩
τ ′w
d′w

(δ0), (5.6)

where the sum runs over the set of elements δ0 ∈ Sw(R) that are stably con-
jugate to δ, and we have used the subscript w to indicate various transports
under jw : S → Sw.

5.4 The right hand side: covers

In this subsection we will show that the right hand side of the identity of The-
orem 5.2.1(1) is also equal to (5.6).
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We begin by applying (5.6) to the group H , the parameter φ′, and the trivial
endoscopic element, and obtain

SΘφ′(γ̇) =
∑
γ̇0

τH
dH

(γ̇0),

where we have fixed an embedding jH : S → H for which the correspond-
ing eds representation of H(R)± is generic with respect to some Whittaker da-
tum and denote by subscript H the various transports under jH , γ̇0 runs over
the elements of SH(R)± that are H-stably conjugate to γ̇, and we have used
τH/dH = τ ′H/d′H .

The right hand side of Theorem 5.2.1(1) then becomes∑
γ∈H(R)/st

∆[w, e, z](γ̇, δ)
∑
γ̇0

τH
dH

(γ̇0).

The first sum runs over elements of H(R) that are related to δ, up to stable
conjugacy under H . Each such stable conjugacy class consists of regular semi-
simple elliptic elements (because δ is such), and hence intersects SH(R). The
second sum runs over elements γ̇0 ∈ SH(R)± that lie in the H-stable class of
the lift γ̇ ∈ SH(R)± of γ. Since ∆ is H-stably invariant in the first factor, its
values at γ̇ and γ̇0 are the same. We can combine the two sums together and
obtain ∑

γ0∈SH(R)

∆[w, e, z](γ̇0, δ)
τH
dH

(γ̇0),

where now γ0 runs over all elements of SH(R), equivalently all those that are
related to δ, since the transfer factor vanishes for the others.

Having fixed the embeddings jw and jH , they provide an isomorphism Sw →
SH , and this isomorphism induces a bijection

δ0 ↔ γ0

between the set of elements of Sw(R) that are stably conjugate to δ and the set
of elements of SH(R) related to δ. Using the basic property (2.7) of transfer
factors we obtain ∑

δ0∈Sw(R)

∆[w, e, z](γ̇0, δ0)⟨sw, inv(δ0, δ)⟩
τH
dH

(γ̇0), (5.7)

where δ0 runs over the elements of Sw(R) that are stably conjugate to δ, γ0 ∈
SH(R) denotes the element corresponding to δ0 under above bijection, and γ̇0 ∈
SH(R)± is an arbitrary lift of γ0.

We now unpack the transfer factor. It is given as

∆(γ̇0, δ0) = ϵ∆−1
I (γ̇0, δ̇0)∆III(γ̇0, δ̇0),

where we recall that the term ∆IV is missing because we are working with
normalized characters and orbital integrals, and δ̇0 ∈ Sw(R)G/H is an arbitrary
lift of δ0.

We claim that
∆III(γ̇0, δ̇0) =

τw
τH

(δ̇0).
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This is the property (2.8) that was reviewed in an idelized situation. We say
here a few more words about the actual situation in the setting of double cov-
ers. We have the commutative diagram

LSH,±

a

��

// LH±

��

WR

φH
S

;;

φH

$$

φS ##

φ

;;
LSG

// LG,

Here LSG is the L-group of the double cover S(R)G and the bottom horizontal
map is the canonical L-embedding. We have written LSH,± for the L-group of
the double cover of SH(R) obtained as the Baer sum of the canonical double
cover SH(R)H coming from R(SH , H) ⊂ X∗(SH) and the double cover SH(R)±
that is the preimage of SH(R) in the double cover H(R)± → H(R). The top
horizontal map is the canonical L-embedding of the L-group of SH(R)H into
LH , which remains an L-embedding after passing to the ±-covers. The right
vertical map is the canonical L-embedding LH± → LG. The map a is the
unique map making the square, hence also the triangle, commute. It is the
paremter of a genuine character of the double cover of S(R) obtained as the
Baer sum of SH(R)H , SH(R)±, and S(R)G, where we have identified SH with
S. This Baer sum is the same as for SH(R)± and S(R)G/H . The claimed identity
now follows.

The following result completes the proof of Theorem 5.2.1(1).

Proposition 5.4.1. For any δ̇0 ∈ Sw(R)G/H , the following identity holds

∆I(γ̇0, δ̇0) = ϵ · (−1)q(G0)−q(H) ·
∏

α∈R(S,G/H)
⟨α∨,dτw⟩>0

arg(α1/2(δ̇0)− α−1/2(δ̇0)),

where γ̇0 ∈ SH(R)G/H is the image of δ̇0 under the isomorphism jH ◦ j−1
w , and we

have chosen a pinning P and a unitary character Λ : R → C× that together produce
the fixed Whittaker datum w as in §3.1, and we have used Λ for ϵ andP for ∆I(γ̇0, δ̇0).

Proof. Since dτw is a regular element of X∗(S)R the condition ⟨α∨, dτw⟩ > 0 de-
fines a positive system R(S,G)+ of roots in R(S,G). We will write α > 0 when
α ∈ R(S,G) belongs to that positive system. We will write R(S,G/H)+ =
R(S,G/H) ∩R(S,G)+.

We first investigate how both sides vary as functions of δ̇0. Consider another
strongly regular δ̇1. Replacing δ̇0 with δ̇1 in the right hand side results in mul-
tiplication by

∏
α arg(bα), where the product runs again over R(S,G/H)+ and

bα = (δ̇1,α − δ̇1,−α)/(δ̇0,α − δ̇0,−α). By construction δ̇0,−α = σ(δ̇0,α), and the
same holds for δ̇1, from which follows bα ∈ R×, and hence arg(bα) = sgn(bα).

We now look at the left hand side. Replacing δ̇0 by δ̇1 multiplies inv(δ̇0,pin)
by

∏
α>0,σα<0 α

∨(bα), and hence ∆I by the Tate-Nakayama pairing of this 1-
cocycle with the endoscopic element sw. Since the torus S is elliptic, the con-
ditions α > 0 and σα < 0 are equivalent, and the value of the 1-cocycle at σ
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equals
∏

α>0 α
∨(bα). This is the product over α > 0 of the images of the 1-

cocycles bα ∈ Z1(Γ, R1
C/RGm) under the homomorphisms α∨ : R1

C/RGm → S,

so the change in ∆I,± is given by
∏

α>0⟨bα, sα⟩, where sα is the image of s ∈ Ŝ

under α̂ : Ŝ → C×. This is a Galois-equivariant homomorphism, with σ acting
as inversion on C×. Since s is σ-fixed, so is sα, i.e. sα ∈ {±1} ⊂ C×. By con-
struction of the endoscopic group H , we have sα = 1 precisely for α ∈ R(S,H).
On the other hand, when sα = −1, then ⟨bα, sα⟩ = sgn(bα).

We have thus shown that both sides of the identity multiply by the same factor
upon replacing δ̇0 by a different element. To establish the identity we may
thus evaluate at an arbitrary element δ̇0. Our approach will be to choose this
element so that both sides are equal to 1.

To construct δ̇0 we shall use the exponential map Lie(Sw)(R) → Sw(R)±± dis-
cussed in [Kal19a, §3.7]. Write s = Lie(Sw) and s′ = s ∩ g′, where g′ = [g, g].
Consider dτw = dτz+dτ ′ ∈ z∗⊕ is′(R)∗ as in Remark 2.7.10. Let Hw ∈ is′(R) be
the element corresponding to dτ ′ via the Killing form on g′, i.e. κ(−, Hw) = dτ ′.
Then −irHw ∈ s′(R) for any r ∈ R. We will choose r > 0 small enough, to be
specified in a moment, and set δ̈0 = exp(−irHw) ∈ Sw(R)±±. Let δ̇0 be the
image of δ̈0 in Sw(R)±. We will now show that both sides take the value 1 at
this particular element.

We first evaluate the left hand side. By definition ∆I(γ̇0, δ̇0) is given by pairing
the invariant inv(δ̈0,P) with the endoscopic element, see [Kal22, §4.1, §4.3]. It
will be enough to show that inv(δ̈0,P) = 0. By [Kal22, Lemma 4.1.4] we have
inv(δ̈0,P) = inv(−irHw,P) provided r is small enough.

Write P = (T0, B0, {Xα}), which, together with Λ(x) = eix, produces the cho-
sen Whittaker datum w. According to Lemma 3.1.2(3), if we define X ∈ n(R)∗
by X(Y ) =

∑
α[Yα, X−α]/Hα, then w = wiX . Proposition 3.3.3 implies that dτ ′

is G(R)-conjugate to an element of K(iX)′, and hence Hw is G(R)-conjugate to
an element of K(iXκ)

′, where Xκ ∈ g′(R) is the element such that κ(Xκ, Y ) =
X(Y ) for all Y ∈ g. We can compute Xκ as the element of in̄(R) given by

Xκ =
∑
α

κ(α, α)

2
X−α.

Therefore, −irHw is G(R)-conjugate to the Kostant section K(rXκ), which
means that inv(−irHw,Pκ) = 0, where Pκ is the pinning (T0, B0, {rαXα}) with
rα = r

2κ(α, α). It is well-known that κ(α, α) is a positive rational number, see
[Hum80, §8.5], and that the assignment α → rα is invariant under complex
conjugation. Therefore the unique element t ∈ T0,ad(R) such that α(t) = rα for
all B0-simple roots α lies in the identity component T0,ad(R)◦ of T0,ad(R). The
isogeny T0,sc → T0,ad induces a surjective map T0,sc(R)◦ → T0,ad(R)◦, so the
element t lifts to T0,sc(R). Thus the pinnings P and Pκ are G(R)-conjugate. Ac-
cording to [Kal22, Lemma 4.1.4] we have inv(−irHw,P) = inv(−irHw,Pκ) =

0, and conclude that inv(δ̈0,P) as desired.

We now turn to the right hand side. We have for each α ∈ R(S,G)

α1/2(δ̇0) = δ̇0,α = edα(−irHw)/2 = e−ir⟨α∨,dτw⟩/2,

hence
α1/2(δ̇0)− α−1/2(δ̇0) = −2i sin(r⟨α∨, dτw⟩/2).
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Choosing r > 0 so that 0 < r⟨dα, dτw⟩/2 < π for all α > 0 we obtain∏
α∈R(S,G/H)+

arg(α1/2(δ̇0)− α−1/2(δ̇0)) = (−i)#R(S,G/H)+ .

According to Lemma 2.9.4 the right hand side equals 1.

5.5 The right hand side: classical set-up

In this subsection we will show that the right hand side of the identity of The-
orem 5.2.1(2) is also equal to (5.6). The initial arguments of §5.4, which applied
to the right hand side of the identity in Theorem 5.2.1(1), have direct analogs in
the setting of Therem 5.2.1(2) and show that the right hand side of that identity
equals the analog of the expression (5.7), which is given by∑

δ0∈Sw(R)

∆[w, e, z](γ1, δ0)⟨sw, inv(δ0, δ)⟩
τ ′H1

d′H1

(γ1), (5.8)

where we have used the parameter φ1 of the z-extension H1 to obtain the char-
acter τ ′H1

of the torus SH1
(R).

It is the handling of the transfer factor that is slightly different. Indeed, in this
setting without covers the transfer factor is given by

∆ = ϵ∆−1
I ∆II∆III2 .

The construction of the pieces involves a choice of an admissible isomorphism
SH → Sw, which we take to be jw ◦ j−1

H , as we did in §5.4. It further involves
choices of χ-data and a-data for Sw. We take ρw-based χ-data, and (−ρw)-
based a-data, so that χα(x) = arg(x) when α > 0 and aα = i when α < 0, and
where α > 0 means ⟨α∨, dτw⟩ > 0.

We claim that

∆III2(γ1, δ0) =
τ ′w(δ0)

τ ′H1
(γ1)

.

This was the property (2.8) that was reviewed in an idealized situation. We say
here a few more words about the actual situation, still assuming that the z-pair
is trivial, i.e. there exists an L-isomorphism Lη : LH → H, the general case
being entirely analogous by requiring more cumbersome notation. We then
have the commutative diagram

LSH

a

��

ρH

// LH

Lη

��

WR

φH
S

<<

φH

##

φS ""

φ

;;
LSw

ρw // LG,

where the horizontal arrows are the L-embeddings obtained via ρw-based and
ρH -based χ-data, respectively. We have ∆III2(γ1, δ0) = ⟨a, δ0⟩, where a ∈
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Z1(WR, Ŝ) is the 1-cocycle that makes the above diagram commute, the pairing
is the Langlands pairing, and δ0 ∈ S(R) is the image of γ0 ∈ SH(R) to S(R)
under the chosen fixed admissible isomorphism. The claim now follows from
the above commutative diagram and the fact that τ and τH are the characters
with parameters φS and φH

S .

Next we consider
∆II(γ0, δ)

d′H(γ0)
.

By definition,

∆II(γ0, δ) =
∆G

II(γ0, δ)

∆H
II(γ0, δ)

.

With the chosen a-data and χ-data we have

∆H
II(γ0) =

∏
α∈R(SH ,H)

⟨α,ρH⟩>0

arg
(α(γ0)− 1

−i

)
= i#R(SH ,H)/2 ·

∏
α∈R(SH ,H)

⟨α,ρH⟩>0

arg(α(γ0)− 1).

On the other hand,

(α(γ0)− 1)(1− α(γ0)
−1) = α(γ0) + α(γ0)

−1 − 2 = 2(Re(α(γ0)− 1) < 0.

Hence
∆H

II(γ0, δ)d
′
H(γ0) = (−i)#R(SH ,H)/2.

In the same way one shows

∆G
II(γ0, δ)d

′
G0

(δ0)) = (−i)#R(S,G0)/2.

and we conclude

∆II(γ0, δ)

d′H(γ0)
=

i#R(SH ,H)/2−#R(S,G0)/2

d′G0
(δ0)

.

With this (5.8) becomes

(−1)q(H)i#R(SH ,H)/2−#R(S,G0)/2ϵ
∑

δ0∈Sw(R)

∆I(γ0, δ)
−1⟨sw, inv(δ0, δ)⟩ ·

τw(δ0)

d′G0
(δ0)

.

The terms ϵ and ∆I(γ0, δ) depend on the choice of a pinning P and unitary
character Λ : R→ C×. These choices are to be made so that w = wP,Λ. We are
free to take Λ(x) = eix and then P is determined by w.

We have
∆I(γ0, δ)

−1 = ⟨s, λ⟩−1

where λ ∈ H1(Γ, S) is the splitting invariant of S relative to the chosen a-data
and P . Using Lemma 2.9.4 we simplify (5.8) to

(−1)q(G0)⟨s, λ⟩−1
∑
δ0

⟨s, inv(δ0, δ)⟩ ·
τw(δ0)

d′G0
(δ0)

.

The following lemma completes the proof.

Lemma 5.5.1. The splitting invariant λ of S computed in terms of (−ρw)-based a-
data and the pinning P is trivial.
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Proof. Let (Sw, τw) be the Harish-Chandra parameter of the generic member of
Πφ((G0, 1, 1)), as in Remark 2.7.10, and write dτw = dτz + dτ ′ ∈ z∗ ⊕ is′(R)∗,
where s = Lie(Sw), s′ = s ∩ [g, g]. Let Hw ∈ is′(R) be the element determined
by κ(Hw,−) = ⟨dτw,−⟩ with respect to the Killing form κ on g′ = [g, g]. Write
P = (T0, B0, {Xα}).

If we define X ∈ n(R)∗ by X(Y ) =
∑

α[Yα, X−α]/Hα, then Lemma 3.1.2(3)
shows that w = wiX . Proposition 3.3.3 implies that dτ ′ is G(R)-conjugate to an
element of K(iX)′, and hence Hw is G(R)-conjugate to an element of K(iXκ)

′,
where Xκ ∈ g′(R) is the element such that κ(Xκ, Y ) = X(Y ) for all Y ∈ g. We
can compute Xκ as the element of in̄(R) given by

Xκ =
∑
α

κ(α, α)

2
X−α.

Therefore, −iHw is G(R)-conjugate to the Kostant section K(Xκ). According
to [Kot99, Theorem 5.1] the splitting invariant computed in terms of the a-data
dα(−iHw) and the pinning Pκ = (T0, B0, {rαXα}), where rα = r

2κ(α, α), is
trivial.

For every α > 0 the complex number dα(−iHw) is a positive real multiple of
−i. At the same time it is well-known that κ(α, α) is a positive rational number,
see [Hum80, §8.5], and that the assignment α→ rα is invariant under complex
conjugation. Applying [Kal13, Lemma 5.1] we conclude the triviality of the
splitting invariant computed in terms of the pinning P and in terms of a-data
obtained from the −ρw-based a-data by rescaling each element by a positive
real number. Such a rescaling doesn’t change the splitting invariant, see [LS87,
(2.3.2)].
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in Mathematics, vol. 104, Birkhäuser Boston, Inc., Boston, MA, 1992.
MR 1162533 (93j:22001)

[Art08] James Arthur, Problems for real groups, Representation theory of real
reductive Lie groups, Contemp. Math., vol. 472, Amer. Math. Soc.,
Providence, RI, 2008, pp. 39–62. MR 2478455 (2010c:22014)

[AV92] Jeffrey Adams and David A. Vogan, Jr., L-groups, projective representa-
tions, and the Langlands classification, Amer. J. Math. 114 (1992), no. 1,
45–138. MR 1147719 (93c:22021)

[AV16] , Contragredient representations and characterizing the local Lang-
lands correspondence, Amer. J. Math. 138 (2016), no. 3, 657–682. MR
3506381

[AV21] , Associated varieties for real reductive groups, Pure Appl. Math.
Q. 17 (2021), no. 4, 1191–1267. MR 4359259

[Bor79] A. Borel, Automorphic L-functions, Automorphic forms, represen-
tations and L-functions (Proc. Sympos. Pure Math., Oregon State

60



Univ., Corvallis, Ore., 1977), Part 2, Proc. Sympos. Pure Math.,
XXXIII, Amer. Math. Soc., Providence, R.I., 1979, pp. 27–61. MR
546608 (81m:10056)

[Bor91] Armand Borel, Linear algebraic groups, second ed., Graduate Texts
in Mathematics, vol. 126, Springer-Verlag, New York, 1991. MR
1102012 (92d:20001)

[Bou89] N. Bourbaki, Lie groups and lie algebras: Chapters 1-3, Bourbaki, Nico-
las: Elements of mathematics, Springer, 1989.

[BV80] Dan Barbasch and David A. Vogan, Jr., The local structure of characters,
J. Functional Analysis 37 (1980), no. 1, 27–55. MR 576644

[CM93] David H. Collingwood and William M. McGovern, Nilpotent orbits
in semisimple Lie algebras, Van Nostrand Reinhold Mathematics Se-
ries, Van Nostrand Reinhold Co., New York, 1993. MR MR1251060
(94j:17001)

[Dil20] Peter Dillery, Rigid inner forms over local function fields, 2020, preprint,
arXiv:2008.04472.

[DR10] Stephen DeBacker and Mark Reeder, On some generic very cuspi-
dal representations, Compos. Math. 146 (2010), no. 4, 1029–1055. MR
2660683 (2011j:20114)

[FKS21] Jessica Fintzen, Tasho Kaletha, and Loren Spice, A twisted Yu con-
struction, Harish-Chandra characters, and endoscopy, arXiv:2106.09120
(2021).

[FM21] Lucas Fresse and Salah Mehdi, Approximation of nilpotent orbits for
simple Lie groups, Glas. Mat. Ser. III 56(76) (2021), no. 2, 287–327. MR
4400846

[HC56] Harish-Chandra, The characters of semisimple Lie groups, Trans. Amer.
Math. Soc. 83 (1956), 98–163. MR 80875

[HC64] , Invariant distributions on Lie algebras, Amer. J. Math. 86
(1964), 271–309. MR 161940

[HC65a] , Discrete series for semisimple Lie groups. I. Construction of in-
variant eigendistributions, Acta Math. 113 (1965), 241–318. MR 219665

[HC65b] , Invariant eigendistributions on a semisimple Lie group, Trans.
Amer. Math. Soc. 119 (1965), 457–508. MR 180631

[HC75] , Harmonic analysis on real reductive groups. I. The theory of the
constant term, J. Functional Analysis 19 (1975), 104–204. MR 399356

[HC76a] , Harmonic analysis on real reductive groups. II. Wavepackets in
the Schwartz space, Invent. Math. 36 (1976), 1–55. MR 439993

[HC76b] , Harmonic analysis on real reductive groups. III. The Maass-
Selberg relations and the Plancherel formula, Ann. of Math. (2) 104
(1976), no. 1, 117–201. MR 439994

[HHO16] Benjamin Harris, Hongyu He, and Gestur Ólafsson, Wave front sets
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