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Abstract

One of the conjectural properties of a Langlands correspondence is
its compatibility with endoscopic induction. DeBacker and Reeder
have recently constructed a partial local Langlands correspondence
for p-adic groups, focusing on L-packets consisting of depth-zero su-
percuspidal representations. In this paper we prove the conjectural
endoscopic transfer for these L-packets.

The local Langlands correspondence, which is known in the real case and par-
tially constructed in the p-adic case, assigns to each Langlands parameter for
a reductive group G over a local field F a finite set of admissible irreducible
representations of G(F ), called an L-packet. When such a parameter factors
through an endoscopic group H , the broad principle of Langlands functorial-
ity asserts that the packet on H should “transfer” to the packet on G. The en-
doscopic character identities are an instance of this principle – they state that
the “stable” character of the packet onH is identified via endoscopic induction
with an “unstable” character of the packet on G.

To be more precise, let F be a p-adic field with Weil-group WF and let G be
a connected reductive group over F . For the purposes of this introduction,
we assume that G is unramified, although in the body of this paper the more
general case of a pure inner form of an unramified group is handled. Let LG
be an L-group for G, that is LG = ĜoWF , where Ĝ is the complex Langlands
dual of G and WF acts on Ĝ via its action on the based root datum of Ĝ which
is dual to that of G. The Langlands parameters considered in this paper are
continuous sections

υ : WF → LG

of the natural projection LG → WF and subject to certain conditions, called
TRSELP in [DR09], which will be reviewed in detail later on. To such a param-
eter DeBacker and Reeder construct in loc.cit. an L-packet ΠG(υ) of represen-
tations of G(F ) and a bijection

Irr(Cυ, 1)→ ΠG(υ), ρ 7→ πρ

where Cυ is the component group of the centralizer in Ĝ of υ and Irr(Cυ, 1)
are those irreducible representations of the finite group Cυ which are trivial on
elements of Cυ coming from the center of Ĝ. This bijection maps the trivial
representation of Cυ to a generic representation of G(F ).

Let (H, s, η̂) be an unramified endoscopic triple for G. Recall that H is an un-
ramified reductive group over F , s is a Galois-fixed element of the center of Ĥ ,
and η̂ is an inclusion Ĥ → Ĝ which identifies Ĥ with (Ĝη̂(s))

◦. It was shown
by Hales in [Hal93] that η̂ extends to an embedding Lη : LH → LG. Thus for
any parameter υH for H we may consider the parameter υ = Lη ◦ υH , i.e. we
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have

LH
Lη - LG

WF

υH

6

υ

-

If υH is a TRSELP, then so is υ, and we have the L-packets ΠG(υ) and ΠH(υH).
Associated to these, we have the stable character

SΘυH :=
∑

ρ∈Irr(CυH ,1)

[dim ρ]χπρ

of ΠH(υH), which is a stable function on H(F ) (this is one of the main results
of [DR09]), as well as the s-unstable character

Θs
υ,1 :=

∑
ρ∈Irr(Cυ,1)

[tr ρ(s)]χπρ

of ΠG(υ), which is an invariant function on G(F ).

Recall that the representation π1 of G(F ) is generic. Thus there is a Borel sub-
group B = TU of G defined over F and a generic character ψ : U(F ) → C×
which occurs as a quotient of the restriction of π1 to U(F ). Associated to the
character ψ there is a unique normalization ∆ψ of the transfer factor for G and
H , called the Whittaker normalization. The endoscopic lift of the stable func-
tion SΘυH is given by

LiftGHSΘυH (γ) :=
∑
γH

∆ψ(γH , γ)
DH(γH)2

DG(γ)2
SΘυH (γH)

whereD is the usual Weyl-discriminant, γ ∈ G(F ) is any strongly regular semi-
simple element and γH runs through the set of stable classes of G-strongly
regular semi-simple elements in H(F ).

The main result of this paper asserts that

Θs
υ,1 = LiftGHSΘυH

As a corollary of the main result in the case where G is a pure inner form of
an unramified group G∗ and H = G∗ we obtain a proof (for the L-packets
considered) of the conjecture of Kottwitz [Kot83] about sign changes in stable
characters on inner forms.

We now describe the contents of the paper. After fixing some basic notation in
Section 1, we discuss pure inner twists and the associated notions of conjugacy
and stable conjugacy. We have allowed trivial inner twists in the discussion
so as to accommodate the natural construction of the L-packets in [DR09] and
not just their normalized form. With these notions in place we implement an
observation of Kottwitz which allows one to define compatible normalizations
of the absolute transfer factors for all pure inner twists. To do this in the nec-
essary generality, we need to study homotopically trivial twists of complexes
of tori. In Section 3 we briefly review the construction of the local Langlands
correspondence in [DR09], and after gathering the necessary notation we state
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the main result of this paper. The remaining sections are devoted to its proof,
which is similar in spirit to the proof of the stability result in loc. cit.. In Section
4 we study three signs which are defined for a pair (G,H) of a group G and an
endoscopic group H and play an important role in the theory of endoscopy –
one of them is defined in terms of the split ranks of these groups and goes back
to [Kot83], the other one occurs in Waldspurger’s work [Wal95] on the endo-
scopic transfer for p-adic Lie algebras, and the third is a certain local ε-factor
used in the Whittaker normalization of the transfer factors [KS99]. We show
that when both G and H are unramified, these three signs coincide. This sup-
plements the results of [DR09, §12] to assert in particular that the Waldspurger-
sign and the relative-ranks-sign coincide whenever G is a pure inner form of
an unramified group and H is an unramified endoscopic group. Because this
section may be of independent interest we have minimized the notation that it
borrows from previous sections. In Section 5 we provide a proof of the char-
acter identities at topologically semi-simple elements. The proof of this special
case is considerably simpler than that of the general case. Although the proof
of the general case does not depend on establishing this special case first, we
hope that it may help elucidate some aspects of the general proof, and thank
the referee for suggesting that it be included in the paper. Section 6 estab-
lishes a reduction formula for the unstable character of an L-packet with re-
spect to the topological Jordan decomposition. For that we first need explicit
formulas for some basic constructions in endoscopy, which are established in
a preparatory subsection. Among other things we show that the isomorphism
H1(F,G)→ Irr(π0(Z(Ĝ)Γ)) constructed in [DR09] via Bruhat-Tits theory coin-
cides with the one constructed in [Kot86] using Tate-Nakayama duality. With
these preliminaries in place we derive the reduction formula for the unstable
character using the results of [DR09, §9,§10]. The ingredients from the previ-
ous sections are combined in Section 7 to establish the proof of the main result.
After reducing to the case of compact elements, the reduction formula from
Section 6 is combined with the work of Langlands and Shelstad [LS90] and
Hales [Hal93] on endoscopic descent. The topologically unipotent part of the
resulting expression is then transferred to the Lie algebra, where we invoke
the deep results of Waldspurger on endoscopic transfer for p-adic Lie-algebras
together with the fundamental lemma, which has been recently proved by the
combined effort of many people, the decisive last step being carried out by Ngô
Bao Châu [Ngo08].

We would like to bring to the attention of the reader some related work. In
[KV1], Kazhdan and Varshavsky construct an endoscopic decomposition for
the L-packets considered here. In particular, they consider the s-unstable char-
acters of these packets and show that they belong to a space of functions which
contains the image of endoscopic induction. The existence of such a decompo-
sition is a necessary condition for the validity of the character identities con-
sidered here and also gave us yet more reason to hope that indeed these iden-
tities should be true. In [KV2] the aforementioned authors prove a formula for
the geometric endoscopic transfer of Deligne-Lusztig functions, in particular
answering a conjecture of Kottwitz. After the current paper was written, the
author was informed in a private conversation with Kazhdan that the results
in [KV2], when combined with the material from sections 2, 3 and 6, could be
used to derive character identities similar to the ones proved here, on the set of
elliptic elements.

The author would like to thank Professor Robert Kottwitz for his generous sup-
port and countless enlightening and inspiring discussions. This work would
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not have been possible without his dedication and kindness. We would also
like to thank Professor Stephen DeBacker for suggesting this problem and dis-
cussing at length the character formulas in [DR09], as well as for his continual
support and encouragement. Finally, we thank the referee for suggesting mul-
tiple improvements to the exposition, which we believe have made this paper
more understandable and pleasant to read. In particular, Sections 3.5 and 5
were added following the referee’s suggestion.

CONTENTS

1 Notation 6

2 Pure inner twists 7

2.1 Conjugacy along pure inner twists . . . . . . . . . . . . . . . . . 8

2.2 Transfer factors for pure inner twists . . . . . . . . . . . . . . . . 10

2.3 Cohomological lemmas I . . . . . . . . . . . . . . . . . . . . . . . 12

2.4 Homotopically trivial twists and cup-products . . . . . . . . . . 14

2.5 Proof of Proposition 2.2.2 . . . . . . . . . . . . . . . . . . . . . . . 16

3 Statement of the main result 19

3.1 Review of the construction of DeBacker and Reeder . . . . . . . 20

3.2 The Whittaker character . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Definition of the unstable character . . . . . . . . . . . . . . . . . 22

3.4 Statement of the main result . . . . . . . . . . . . . . . . . . . . . 23

3.5 A consequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Endoscopic signs 25

5 Proof of the main result in a simple case 31

5.1 Preparatory lemmas . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.2 Proof for topologically semi-simple elements . . . . . . . . . . . 33

6 A formula for the unstable character 35

6.1 Cohomological lemmas II . . . . . . . . . . . . . . . . . . . . . . 35

6.2 A reduction formula for the unstable character . . . . . . . . . . 38

4



7 Character identities 40

7.1 Beginning of the proof of Theorem 3.4.2 . . . . . . . . . . . . . . 40

7.2 A reduction formula for the endoscopic lift of the stable character 42

7.3 Lemmas about transfer factors . . . . . . . . . . . . . . . . . . . 46

7.4 Completion of the proof of Theorem 3.4.2 . . . . . . . . . . . . . 47

5



1 NOTATION

Let F be a p-adic field (i.e. a finite extension of Qp) with ring of integers OF ,
uniformizer πF , and residue field kF = OF /πFOF with cardinality qF . We use
analogous notation for any other discretely valued field, in particular for the
maximal unramified extension Fu of F in a fixed algebraic closure F . Since we
will consider only extensions of F which lie in Fu, πF will be a uniformizer in
each of them and so we will drop the index F and simply call it π. For any such
finite extension E, vE : E× → Z will be the discrete valuation normalized so
that vE(π) = 1, and |x|E will be the norm given by q−vE(x)

E . Thus vE extends vF
and so we may again drop the index F . On the other hand, for x ∈ F× we have
|x|E = |x|[E:F ]

F ; if dx is any additive Haar measure on E then d(ax) = |a|Edx.
The absolute Galois group of F will be denoted by Γ, its Weil group byWF and
inertia group by IF . We choose an element Fi ∈ Γ whose inverse induces on
kF the map x 7→ xqF .

For a reductive group G defined over F , we will denote its Lie algebra by the
Fraktur letter g. Our convention will be that a ∈ G resp. a ∈ g will mean that a
is an F -point of the corresponding space, while a maximal torus T ⊂ G will be
tacitly assumed to be defined over F . The action of Fi on bothG(Fu) and g(Fu)
will be denoted by FiG. For a semi-simple a ∈ G, we will write Cent(a,G) = Ga

for the centralizer of a in G and Ga for its connected component. If T ⊂ G is a
maximal torus then the roots resp. coroots of T inGwill be denoted byR(T,G)
resp. R∨(T,G), and the Weyl-group of T will be denoted by Ω(T,G). The
center of G will be ZG, or simply Z if G is understood, and the maximal split
torus in ZG will be AG. The sets of strongly-regular semi-simple elements of G
resp. g will be denoted by Gsr resp. gsr. For any g ∈ G the map G → G, x 7→
gxg−1 as well as its tangent map g → g will be called Ad(g). Abusing words,
will will refer to the orbits of Ad(G) in g as conjugacy classes, and then notions
such as stable classes and rational classes will have their obvious meaning.
Elements of G will be oftentimes denoted by lowercase Latin or Greek letters,
like g or γ, while for elements of g we will often use uppercase Latin letters,
like P or Q.

The set of compact elements in G(F ) will be denoted by G(F )0. Given a semi-
simple γ ∈ G(F )0, we will write γ = γsγu for its topological Jordan decomposi-
tion, where γs is the topologically semi-simple part and γu is the topologically
unipotent part of γ. For a quick overview of the topological Jordan decompo-
sition and its properties, we refer the reader to [DR09, §7], as well as to [Hal93,
§§2,3], but warn the reader that the language of the latter reference is slightly
different. For a detailed discussion of the topological Jordan decomposition
see [Sp08].

To maintain notational similarity with [DR09], we will sometimes use the fol-
lowing conventions. If ψ : G→ G′ is an inner twist, then we may identifyG(F )
and G′(F ) via ψ and suppress ψ from the notation, thereby treating γ ∈ G(F )
and ψ(γ) ∈ G′(F ) as the same element. If u ∈ Z1(Γ, G) is a cocycle, then we
will use the same letter u also for the value of that cocycle at Fi.

If (H, s, η̂) is an endoscopic triple for a reductive group G/F , we will often
attach a superscript H to objects related to H , such as maximal tori, Borel sub-
groups, or elements ofH(F ). If Lη : LH → LG is an L-embedding extending η̂,
then we will call (H, s, Lη) an extended triple for G. The set of G-strongly reg-
ular semi-simple elements of H resp. h will be denoted by HG−sr resp. hG−sr.
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Let tH ∈ H(F ) and t ∈ G(F ) be semi-simple elements. We will call t an im-
age of tH if there exist maximal tori TH ⊂ H and T ⊂ G and an admissible
isomorphism TH → T defined over F and mapping tH to t (the notion of an
admissible isomorphism is recalled in the introduction of Section 3). This def-
inition is the same as in [LS90], but our wording is opposite – in [LS90] the
element tH is called an image of t. If t is an image of tH we will also call (tH , t)
a pair of related elements. For such a pair, we consider the set of ϕ : TH → T ,
where TH is a maximal torus in H containing tH , T is a maximal torus of G
containing t, and ϕ is an admissible isomorphism defined over F and map-
ping tH to t. On this set we define an equivalence relation, by saying that two
such isomorphisms ϕ and ϕ′ are (Gt, HtH )-equivalent if there exist g ∈ Gt(F )
and h ∈ HtH (F ) s.t. ϕ′ = Ad(g)ϕAd(h). If ϕ is an element of this set, andHtH is
quasi-split, then HtH can be identified with an endoscopic group of Gt in such
a way that ϕ becomes an admissible isomorphism with respect to (Gt, HtH ).
Then we can talk about images, admissible isomorphisms, etc. with respect to
the group Gt and its endoscopic group HtH . When we do so, we will use the
prefix (Gt, HtH , ϕ).

If γ, γ′ are two stronglyG-regular semi-simple elements, each of which belongs
to eitherG(F ) orH(F ), and T, T ′ are their centralizers, then there exists at most
one admissible isomorphism T → T ′ which maps γ to γ′. We will call this
isomorphism ϕγ,γ′ . If it exists, then so does ϕγ′,γ and ϕγ′,γ = ϕ−1

γ,γ′ . Moreover,
if γ, γ′, γ′′ are three elements as above and ϕγ,γ′ and ϕγ′,γ′′ exist, then so does
ϕγ,γ′′ and

ϕγ,γ′′ = ϕγ′,γ′′ ◦ ϕγ,γ′
The same can also be done with regular semi-simple elements of the Lie alge-
bras of G and H and we will use the same notation for that case. Moreover,
for any isomorphism ϕ : T → T ′ between tori, we will denote its dual isomor-
phism by ϕ̂ : T̂ ′ → T̂ .

2 PURE INNER TWISTS

Let A,B be reductive groups over F . A pure inner twist

(ψ, z) : A→ B

consists of an isomorphism of F -groups ψ : A × F → B × F and an element
z ∈ Z1(Γ, A) s.t.

∀σ ∈ Γ : ψ−1σ(ψ) = Ad(zσ)

We will from now on abbreviate “pure inner twist” to simply “twist”, since
these will be the only twists of reductive groups that will concern us here.

Starting from (ψ, z) : A → B we can form the inverse twist (ψ, z)−1 : B → A,
which is given by (ψ−1, ψ(z−1

σ )).

If (ψ, z) : A → B and (ϕ, u) : B → C are twists, then we can form their
composition

(ϕ, u) ◦ (ψ, z) : A→ C

which is given by (ϕ ◦ ψ,ψ−1(u)z). One immediately checks

(ψ, z) ◦ (ψ, z)−1 = (idB , 1)

(ψ, z)−1 ◦ (ψ, z) = (idA, 1)

[(ϕ, u) ◦ (ψ, z)]
−1

= (ψ, z)−1 ◦ (ϕ, u)−1

(χ, v) ◦ [(ϕ, u) ◦ (ψ, z)] = [(χ, v) ◦ (ϕ, u)] ◦ (ψ, z)
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In particular, reductive groups and pure inner twists form a groupoid.

Let (ψ, z), (ψ′, z′) : A→ B be two twists. They are called equivalent if (ψ′, z′) ◦
(ψ, z)−1 equals (Ad(g), g−1σ(g)) for some g ∈ B(F ). One immediately checks
the equality

(ψ, z)−1 ◦ (Ad(g), g−1σ(g)) ◦ (ψ, z) = (Ad(h), h−1σ(h)), h = ψ−1(g)

from which it follows that this defines an equivalence relation on all inner
twists which is invariant under composition and taking inverses.

We call the twist (ψ, z) strongly trivial if z = 1. In that case of course ψ is
defined over F . We call the twist (ψ, z) trivial if it is equivalent to a strongly
trivial twist. An example of a trivial twist is given by (Ad(g), g−1σ(g)) : A→ A
for any g ∈ A(F ). This twist is strongly trivial if and only if g ∈ A(F ).

2.1 Conjugacy along pure inner twists

Now consider a twist (ψ, z) : A→ B and two elements a ∈ A(F ), b ∈ B(F ). We
call a, b conjugate (with respect to (ψ, z)) if there exists a twist (ψ′, z′) equivalent
to (ψ, z) which maps a to b and is strongly trivial. We call a, b stably conjugate
(with respect to (ψ, z)) if there exists a twist (ψ′, z′) equivalent to (ψ, z) which
maps a to b and descends to a twist Aa → Bb. The latter condition simply
means that z′ takes values in Aa (a-priori it only takes values in Cent(a,A)).

Fact 2.1.1.

1. Applied to the twist (id, 1) : A→ A the notions defined above coincide with the
usual ones for the group A

2. If a ∈ A(F ), b ∈ B(F ) are conjugate with respect to (ψ, z) : A→ B, then they
are also stably conjugate and moreover (ψ, z) is a trivial twist

3. If a ∈ A(F ), b ∈ B(F ) are conjugate (resp. stably conjugate) with respect to
(ψ, z) : A→ B, then so are they with respect to any twist equivalent to (ψ, z).

4. If a ∈ A(F ) and b ∈ B(F ) are conjugate (resp. stably-conjugate) with respect
to (ψ, z) : A→ B, then so are they with respect to (ψ, z)−1 : B → A

5. If (ψ, z) : A → B and (ϕ, u) : B → C are two twists and a ∈ A(F ), b ∈
B(F ), c ∈ C(F ) are s.t. a, b and b, c are conjugate (resp. stably-conjugate),
then so are a, c.

Let a ∈ A(F ) and b ∈ B(F ) be stably conjugate and assume that Cent(a,A)
is connected. Choose a twist (ϕ, u) : A → B which is equivalent to (ψ, z) and
sends a to b, and write inv(a, b) for the image of u in H1(Γ, Aa).

Fact 2.1.2.

1. The element inv(a, b) is independent of the choice of the twist (ϕ, u).

2. Applied to the twist (id, 1) : A→ A, inv coincides with the usual definition for
the group A.

3. The image of inv(a, b) under H1(Γ, Aa)→ H1(Γ, A) equals the class of z.

The proofs of both facts are straightforward and left to the reader.
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Fact 2.1.3. Let a ∈ A(F ), b ∈ B(F ) and c ∈ C(F ) be s.t. the inner twists

A
(ϕ,u)−→ B

(ψ,z)−→ C

send a to b to c. Assume that Cent(a,A) is connected. Then

inv(a, c) = ϕ−1(inv(b, c))inv(a, b)

Proof: This follows at once from the composition formula for twists.

Now let A be quasi-split. We consider a set I of triples (Az, ψz, z) s.t. (ψz, z) :
A→ Az is a twist. Put

AI =
⊔

(Az,ψz,z)

Az

This is a variety over F (it will not be of finite type if I is infinite). For a ∈ Az
and b ∈ Az′ we obtain notions of conjugacy and stable conjugacy, namely those
relative to the twist (ψz′ , z

′) ◦ (ψz, z)
−1. Thus we can talk about conjugacy

classes and stable conjugacy classes of elements of AI(F ). For the sake of ab-
breviation, we will call a twist (ϕ, u) : Az → Az

′
allowable if it is equivalent

to (ψz′ , z
′) ◦ (ψz, z)

−1. Note that the set of allowable twists is invariant under
composing and taking inverses.

Fact 2.1.4. Every stable semi-simple conjugacy class of AI(F ) meets A(F ).

Proof: This is a consequence of a well known theorem of Steinberg, which
implies that any maximal torus of a reductive group transfers to its quasi-split
inner form.

The rule (Az, ψz, z) 7→ [z] defines a map I → H1(Γ, A). Let Ī be the image of
this map.

Lemma 2.1.5. For each a ∈ A(F ) whose centralizer is connected, the map b 7→
inv(a, b) is a bijection from the set of conjugacy classes inside the stable class of a in
AI(F ) to the preimage of Ī under H1(Γ, Aa)→ H1(Γ, A).

Remark: One can prove a similar lemma for a ∈ Az
′
(F ) and any z′, but the

statement is more awkward and we will not need it.

Proof: Let b ∈ Az(F ) and b′ ∈ Az′(F ) be conjugate elements belonging to the
stable class of a. Thus there exists an allowable strongly trivial twist (χ, 1) :

Az → Az
′

mapping b to b′. Let (ϕ, u) : A → Az be an allowable twist mapping
a to b, thus inv(a, b) = [u]. Then (χ, 1) ◦ (ϕ, u) is an allowable twist A → Az

′
,

mapping a to b′, so inv(a, b′) equals the class of the cocycle of [(χ, 1) ◦ (ϕ, u)],
which is also [u]. This shows that inv(a, b) = inv(a, b′) and we see that b 7→
inv(a, b) gives a well-defined map on the set of conjugacy classes inside the
stable class of a. By above facts it lands in the preimage of Ī . We will show
that it is injective. To that end, let b ∈ Az(F ) and b′ ∈ Az′(F ) be s.t. inv(a, b) =

inv(a, b′). Let (ϕ, u) : A → Az and (ϕ′, u′) : A → Az
′

be allowable twists
sending a to b resp. b′. By assumption there exists i ∈ Aa s.t. u = i−1u′σ(i).
Then (ϕ′, u′) ◦ (Ad(i), i−1σ(i)) is again an allowable twist A → Az

′
sending a

to b′, and so replacing (ϕ′, u′) by it we achieve u = u′. Now it is clear that
(ϕ′, u′) ◦ (ϕ, u)−1 is an allowable strongly trivial twist Az → Az

′
sending b to

b′, thus showing that b and b′ are conjugate. Finally we show that the map
b 7→ inv(a, b) is surjective. Thus let [u] ∈ H1(Γ, Aa) be an element mapping
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to [z] ∈ H1(Γ, A), where (Az, ψz, z) ∈ I . Then there exists g ∈ A s.t. u =
g−1zσ(g). Put b = ψz(Ad(g)a). One computes immediately that b ∈ Az(F ). By
construction (ψz, z) ◦ (Ad(g), g−1σ(g)) maps a to b, which shows that a and b
are stably conjugate and that inv(a, b) = g−1zσ(g) = u.

2.2 Transfer factors for pure inner twists

Let G′ be a reductive F -group, and (H, s, Lη) an extended endoscopic triple
for G′. Recall that from this data Langlands and Shelstad construct in [LS87] a
function

∆ : HG′−sr ×G′sr ×HG′−sr ×G′sr → C

called the canonical relative transfer factor. It is given as a product of five terms

∆I(γ
H , γ)

∆I(γ̄H , γ̄)

∆II(γ
H , γ)

∆II(γ̄H , γ̄)
∆III1(γH , γ, γ̄H , γ̄)

∆III2(γH , γ)

∆III2(γ̄H , γ̄)

∆IV (γH , γ)

∆IV (γ̄H , γ̄)

each of which is constructed using auxiliary choices and encodes information
from Galois-cohomology or harmonic analysis. Their product is, as its name
suggests, independent of all auxiliary choices. The construction of the indi-
vidual terms is technically involved, and we refer the reader to [LS87] for the
details.

For the purposes of endoscopy one needs an absolute transfer factor, which is
a function

∆ : HG′−sr ×G′sr → C

with the property that ∆(γH , γ) = 0 if (γH , γ) is not a pair of related elements
and for any two pairs (γH , γ),(γ̄H , γ̄) of related elements

∆(γH , γ)

∆(γ̄H , γ̄)
= ∆(γH , γ, γ̄H , γ̄)

Such a function inherits from the relative transfer factor the following impor-
tant properties.

• ∆(γH1 , γ) = ∆(γH2 , γ) if γH1 and γH2 are stably conjugate.

• ∆(γH , γ2) = ∆G
H(γH , γ1) · 〈inv(γ1, γ2), ϕ̂γ1,γH (s)〉−1

where 〈〉 : H1(Γ, T ) × π0(T̂Γ) → C× is the Tate-Nakayama pairing, and T =
Cent(γ1, G).

An absolute transfer factor is clearly determined by the relative transfer factor
up to a non-zero complex scalar, but fixing a specific normalization requires
further choices. If G′ is quasi-split, one can obtain a normalization of the ab-
solute transfer factor by fixing Whittaker data. This is the so called Whittaker
normalization constructed in [KS99, 5.3] and is the correct normalization for
the study of spectral questions via endoscopy. However, when G′ is not quasi-
split, there is no known natural normalization. It was observed by Kottwitz
that if we consider instead of just G′ a twist (ψ, z) : G → G′ with G quasi-
split, the additional data provided by the twist can be used to carry the Whit-
taker normalization (or in fact any fixed normalization) of the absolute transfer
factor for G over to G′. In other words, given a fixed absolute transfer factor
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∆ : HG−sr×Gsr → C we obtain an absolute transfer factor ∆ : HG′−sr×G′sr → C
and the two transfer factors are compatible in a sense which we describe below.

Let G be a quasi-split F -group, (ψ, z) : G → G′ a twist, and (H, s, Lη) an
extended triple for G. Then (H, s, Lη) is also an extended triple for G′. This
data gives canonical relative transfer factors ∆G

H(γH , γ, γ̄H , γ̄) for (G,H) and
∆G′

H (γH , γ′, γ̄H , γ̄′) for (G′, H). Let ∆G
H(γH , γ) be an arbitrary normalization for

the absolute transfer factor for (G,H). For any pair γH ∈ H(F ) and γ′ ∈ G′(F )
of strongly G′-regular related elements we choose an element γ ∈ G(F ) stably
conjugate to γ′ (which exists by Fact 2.1.4) and define

∆G′

H (γH , γ′) = ∆G
H(γH , γ) · 〈inv(γ, γ′), ϕ̂γ,γH (s)〉−1

where 〈〉 : H1(Γ, T ) × π0(T̂Γ) → C× is the Tate-Nakayama pairing, and T =
Cent(γ,G).

Lemma 2.2.1. ∆G′

H (·, ·) is well defined.

Proof: To show that ∆G′

H (γH , γ′) is independent of the choice of γ, let γ̃ ∈ G(F )
be another element in the stable class of γ′. We know from [LS87]

∆G
H(γH , γ̃) = ∆G

H(γH , γ)〈inv(γ, γ̃), ϕ̂γ,γH (s)〉−1

On the other hand if (ϕ, u) : A→ A is an admissible twist mapping γ̃ to γ, then
ϕγ̃,γH = ϕγ,γH ◦ ϕ and by functoriality of the Tate-Nakayama pairing we get

〈inv(γ̃, γ′), ϕ̂γ̃,γH (s)〉−1 = 〈ϕ(inv(γ̃, γ′)), ϕ̂γ,γH (s)〉−1

Thus

∆G
H(γH , γ̃)〈inv(γ̃, γ′), ϕ̂γ̃,γH (s)〉−1 =

∆G
H(γH , γ)〈inv(γ, γ̃), ϕ̂γ,γH (s)〉−1 〈ϕ(inv(γ̃, γ′)), ϕ̂γ,γH (s)〉−1 =

∆G
H(γH , γ)〈inv(γ, γ′), ϕ̂γ,γH (s)〉−1

by Fact 2.1.3.

Proposition 2.2.2. ∆G′

H (·, ·) is an absolute transfer factor for (G′, H).

The proof of this proposition will be given in section 2.5 after the necessary
cohomological facts have been gathered.

Now let I be a set of pure inner twists for G and construct GI as above. Taking
the disjoint union over I of all functions ∆Gz

H we obtain a function

∆GI

H : HG−sr(F )×GIsr(F ) −→ C×

Fact 2.2.3. For all stably conjugate γ, γ′ ∈ GIsr(F ) and γH ∈ HG−sr(F ) we have

∆GI

H (γH , γ′) = ∆GI

H (γH , γ) · 〈inv(γ, γ′), ϕ̂γ,γH (s)〉−1

Proof: Let γ0 ∈ G(F ) be an element stably conjugate to γ (it exists by Fact
2.1.4). Then by construction of ∆GI

H we have

∆GI

H (γH , γ′)∆GI

H (γH , γ)−1 = 〈inv(γ0, γ
′)inv(γ0, γ)−1, ϕ̂γ0,γH (s)〉−1

By Fact 2.1.3 the right hand side equals 〈ϕγ,γ0
(inv(γ, γ′)), ϕ̂γ0,γH (s)〉−1 and the

claim now follows from the functoriality of the Tate-Nakayama pairing.

Remark: We see in particular the the function γ 7→ ∆GI

H (γH , γ) is constant on
the conjugacy classes of GI(F ).
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2.3 Cohomological lemmas I

We need to recall some well-known basic facts about Tate-Nakayama duality
as used in endoscopy. For this, we will deviate from the notation established
so far in order to make the statements in their natural generality. Let E/F
be a finite Galois extension of local fields of characteristic 0, Γ = Gal(E/F ),
uE/F ∈ H2(Γ, E×) the canonical class of the extension E/F , T a torus over F
which splits over E, and T̂ its dual complex torus. In the following, we will
use the notation HTate to denote Tate-cohomology groups.

Lemma 2.3.1. We have the exact sequences

1 - (T̂Γ)◦ - T̂Γ - H1(Γ, X∗(T̂ )) - 0

0 - X∗(T̂ /T̂Γ) - X∗(T̂ /(T̂Γ)◦) - H−1
Tate(Γ, X∗(T̂ )) - 0

Proof: For the first one, tensor the exponential sequence

0→ Z→ C e2πiz−→ C× → 1

with X∗(T ) and take Γ-invariants, noting that the image of [X∗(T̂ ) ⊗ C]Γ =

Lie(T̂ )Γ in T̂Γ under the exponential map is (T̂Γ)◦.

For the second one, observe that an element of X∗(T̂ ) is in the kernel of the
norm map precisely when it is trivial on (T̂Γ)◦ and in the augmentation sub-
module precisely when it is trivial on T̂Γ.

Lemma 2.3.2. The following three pairings

H1(Γ, X∗(T̂ ))⊗H−1
Tate(Γ, X∗(T̂ ))→ C×

are equal:

1. The pairing induced by the standard pairing T̂ × X∗(T̂ ) → C× via the above
sequences.

2.

H1(Γ, X∗(T̂ ))

⊗ ∪ - H0
Tate(Γ,Z) == Z/|Γ|Z ·|Γ|−1

- Q/Z e2πiz- C×

H−1
Tate(Γ, X∗(T̂ ))

3.

H1(Γ, X∗(T̂ )) ==== H1(Γ, X∗(T ))

⊗ ∪- H2(Γ, E×)
inv- Q/Z e2πiz- C×

H−1
Tate(Γ, X∗(T ))

∪uE/F- H1(Γ, T )

Proof: The equality of the pairings in 2. and 3. is an immediate consequence of
local class field theory, more precisely of the following commutative square.

H2(Γ, E×) �
∪uE/F

H0
Tate(Γ,Z)

|Γ|−1Z/Z

inv
?

� ·|Γ|−1

Z/|Γ|Z

wwwww
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In order to relate pairings 1. and 2. take t ∈ T̂Γ and ϕ ∈ X∗(T̂ /(T̂Γ)◦). Choose
z ∈ Lie(T̂ ) = X∗(T̂ ) ⊗ C mapping to t under the exponential map. Then the
image of t in H1(Γ, X∗(T̂ )) is represented by the cocycle zτ : τ 7→ τz − z. Now
using the appropriate cup product formula and denoting the canonical pairing
X∗(T̂ )⊗X∗(T̂ )→ Z by 〈〉we compute

zτ ∪ ϕ =
∑
τ∈Γ

〈τϕ, τz − z〉 = |Γ|〈ϕ, z〉

It follows that

exp(2πi|Γ|−1(τz − z) ∪ ϕ) = exp(2πi〈ϕ, z〉) = 〈ϕ, t〉

Lemma 2.3.3. Assume that E/F is either an unramified extension of p-adic fields, or
C/R. In the p-adic case, let π ∈ E× be a uniformizer and σ ∈ Γ be the Frobenius
element. In the real case, let π = −1 and σ ∈ Γ be complex conjugation. Then the map

[λ] 7→ λ(π)

induces the same isomorphism

[X∗(T )Γ]tor = H−1
Tate(Γ, X∗(T ))→ H1(Γ, T )

as the isomorphism given by ∪uE/F . Here we regard λ(π) ∈ T (E) as the class in
H1(Γ, T ) represented by the unique element z ∈ Z1(Γ, T ) s.t. z(σ) = λ(π).

Proof: By definition, H−1
Tate(Γ, X∗(T )) = Ker(N : X∗(T ) → X∗(T ))/IX∗(T )

whereN is the norm map and I ⊂ Z[Γ] is the augmentation ideal. If λ ∈ X∗(T )
is torsion modulo IX∗(T ), then some multiple of it is killed by N , and since
X∗(T ) is torsion-free this means that λ itself is killed by N . Thus

[X∗(T )Γ]tor ⊂ H−1
Tate(Γ, X∗(T ))

The converse inclusion follows from the finiteness of H−1
Tate(Γ, X∗(T )). This

justifies the first equality.

It is well known from local class field theory ([MiCFT, III.2.]) that the funda-
mental class of E/F is represented by the 2-cocycle

(σa, σb) 7→

{
1 , 0 ≤ a+ b < |Γ|
π , else

If λ ∈ X∗(T ) is torsion modulo IX∗(T ), then applying the appropriate cup-
product formula one sees

([λ] ∪ uE/F )(σ) =

|Γ|−1∑
i=0

σi+1λ(πchar{i+1≥|Γ|}) = λ(π)

This isomorphism is sometimes called the Tate-Nakayama isomorphism. We
will denote it by TN. In the case that E/F is an unramified extension of p-adic
fields, DeBacker and Reeder construct in [DR09, Cor 2.4.3] another isomor-
phism

[X∗(T )Γ]tor → H1(Γ, T )

We will call this isomorphism DR. It turns out that these two isomorphisms
are almost identical, namely

13



Lemma 2.3.4. The following diagram commutes

[X∗(T )Γ]tor
λ 7→ −λ - [X∗(T )Γ]tor

H1(Γ, T )
�

T
N

D
R

-

Proof: By construction, DR sends [λ] ∈ [X∗(T )Γ]tor to the class in H1(Γ, T ) of
the unique cocycle z whose value at Fi equals tλ = λ(π), while TN sends [λ] to
the class in H1(Γ, T ) of the unique cocycle z′ whose value at σ = Fi−1 equals
λ(π). But

z(σ) = σ(z(Fi)−1) = σ(λ(π)−1) = σ(λ)−1(π)

Since λ and σ(λ) give rise to the same element of X∗(T )Γ, the lemma follows.

2.4 Homotopically trivial twists and cup-products

Let T ⊂ G be a maximal torus. Then T → Tad is a resolution of the diago-
nalizable group Z(G) by tori. Such a resolution is useful in connection with
Langlands duality, because Z(G) may be disconnected. If S ⊂ G is another
maximal torus, then the quasi-isomorphisms

[T → Tad]← Z(G)→ [S → Sad]

induces an isomorphism of Tate-cohomology

H1(Σ, T → Tad)→ H1(Σ, S → Sad)

where Σ is the Galois-group of a finite extension splitting both S and T . It
will be important for computations to have an explicit formula for this isomor-
phism on the level of cocycles. To obtain one, let g ∈ G be s.t. Ad(g)T = S.
Then Ad(g) gives an isomorphism from the complex T → Tad to a Galois-twist
of the complex S → Sad. It will turn out that the twisted Galois-action is in a
suitable sense homotopic to the original one, and using this homotopy one can
write down the sought explicit expression for the isomorphism on cohomol-
ogy. In fact, we will show that there is a diagram

H1(Σ, T → Tad) - H1(Σ, S → Sad)

H−1
Tate(Σ, X∗(T )→ X∗(Tad))

6

- H−1
Tate(Σ, X∗(S)→ X∗(Sad))

6

where the horizontal maps are isomorphisms given explicitly on the level of
cocycles, and the vertical maps are the Tate-Nakayama-isomorphisms. Prob-
lems of this nature arise also in connection with endoscopy, in particular in the
proof of Proposition 2.2.2. For example, we may be interested in complexes
of the form Tsc → T , or THsc → Tsc, or THsc → T , that can be associated to an
admissible isomorphism TH → T from a torus in an endoscopic group H to a
torus inG. To handle these situations, we will now study homotopically trivial
twists in a general setting.
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Let Σ,Ω be finite groups, such that Σ acts on Ω by automorphisms. We will
write this action as conjugation, i.e. g : w 7→ gwg−1. Let A = A−1 ϕ−→ A0 be
a length-two complex of abelian groups with Ω o Σ-action. If wσ is a 1-cocycle
of Σ in Ω then we can twist the action of Σ on both Ω and the complex A to
obtain a new action of Σ on these, which we will denote using the symbol ∗,
i.e. g ∗ w ∗ g−1 or g ∗ a, respectively.

When Σ acts onA via the original action, we will denote the Tate-hypercochains
and Tate-hypercocycles of Σ inA of degree r by CrTate(Σ, A) and ZrTate(Σ, A) re-
spectively. When Σ acts on A via the ∗-action, we will write CrTate(Σ∗, A) and
ZrTate(Σ∗, A) instead.

Recall (see for example [KS99, §A]) that for the given complex A we have
CrTate(Σ, A) = HomΣ(Pr+1, A

−1) ⊕ HomΣ(Pr, A
0), where P is the standard

complete resolution of Σ. The following notation will be useful to describe
elements of P−1 = Hom(Z[Σ],Z): For σ ∈ Σ we denote by σ∨ ∈ Hom(Z[Σ],Z)
the function which sends σ to 1 and all other elements of Σ to 0.

Proposition 2.4.1. Assume that for each σ ∈ Σ there is a homotopy kσ s.t.

wσ − 1 = ϕkσ + kσϕ

kστ = kσ + wσσ(kτ )

Then the maps

‡ : Z1
T (Σ, A)→ Z1

T (Σ∗, A), (f, g) 7→ (F,G)

] : Z−1
T (Σ, A)→ Z−1

T (Σ∗, A
−1), (p, q) 7→ (P,Q)

where

F (x, y, z) = wxf(x, y, z)− (ky − kx)g(y, z)

G(x, y) = wxg(x, y)

P (x) = P (1) = p(1)−
∑

σ∈Σ
kσq(σ

∨)

Q(x∨) = wxq(x
∨)

are well-defined isomorphisms of abelian groups which respect coboundaries and there-
fore induce isomorphisms on the level of cohomology.

Proof: This is a direct computation and is left to the reader.

Remark: It will be useful for later to have the formula for ‡ also in terms of
inhomogenous cochains. If f̄(σ, τ) = f(1, σ, στ) and ḡ(σ) = g(1, σ) then we
have

F̄ (σ, τ) = f̄(σ, τ)− kσ(ḡ(τ)), Ḡ(σ) = ḡ(σ)

Let B be another abelian group with Σ-action. We extend this to a ΩoΣ-action
by letting Ω act trivially, and give the complexA⊗B the diagonal ΩoΣ-action.
We define a cup-product pairing

CrTate(Σ, A)⊗ CsTate(Σ, B)→ Cr+sTate(Σ, A⊗B)

by
[f ⊕ g] ∪ h = [f ∪ h]⊕ [g ∪ h]
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One checks at once that for α ∈ CrTate(Σ, A) and β ∈ CsTate(Σ, B) the equality

∂(α ∪ β) = ∂(α) ∪ β + (−1)rα ∪ ∂(β)

holds, and so we obtain a well defined pairing on the level of cohomology.
Moreover it is evident that for h ∈ CsTate(Σ, B) the following diagram com-
mutes

Cr+sTate(Σ, A0 ⊗B) - Cr+sTate(Σ, A⊗B) - Cr+s+1
Tate (Σ, A−1 ⊗B)

CrTate(Σ, A0)

∪h
6

- CrTate(Σ, A)

∪h
6

- Cr+1
Tate(Σ, A−1)

∪h
6

Clearly kσ ⊗ idB : A ⊗ B → A ⊗ B is a homotopy with the same properties
as kσ , and so we obtain maps ‡ and ] for the Tate-cohomology of the complex
A⊗B as well.

Proposition 2.4.2. For any β ∈ Z2
T (Σ, B) the diagram

Z1(Σ, A⊗B)
‡- Z1(Σ∗, A⊗B)

Z−1
Tate(Σ, A)

∪β
6

]- Z−1
Tate(Σ∗, A)

∪β
6

commutes up to a coboundary, hence the induced diagram on cohomology commutes.

Proof: This is a lengthy and tedious but straightforward computation.

Remark: To apply these results to the problem described in the beginning of
this section, let E/F be an extension splitting T, S with Galois group Σ, and let
Adg identify [T → Tad] with the twist of [S → Sad] by an element of Z1(Σ,Ω),
where Ω = Ω(S,G) ∼= Ω(Sad, Gad). Put A = X∗(S) → X∗(Sad), B = E×. For
any sad ∈ Sad we choose a lift s ∈ S and define kσ(sad) = wσ(s)s−1. This
defines a homotopy wσ → 1 which is necessarily unique and thus satisfies
the assumptions in Proposition 2.4.1. The corresponding homotopy on A is
X∗(kσ). Now Propositions 2.4.1 and 2.4.2 provide the required commutative
diagram. A similar procedure works in the other cases mentioned, and we will
see an example in the next section.

2.5 Proof of Proposition 2.2.2

In this section we are going to prove Proposition 2.2.2 using the cohomological
facts laid out in the previous two sections. In order to show that ∆G′

H (γH , γ′)
is an absolute transfer factor for (G′, H) we must prove for any two strongly
G-regular related pairs (γH1 , γ

′
1) and (γH2 , γ

′
2) in H(F )×G′(F ) the equality

∆G′

H (γH1 , γ
′
1)

∆G′
H (γH2 , γ

′
2)

= ∆G′

H (γH1 , γ
′
1, γ

H
2 , γ

′
2)

where the right hand side is the canonical relative transfer factor for (G′, H).
By construction of ∆G′

H this is equivalent to proving

〈inv(γ1, γ
′
1), ϕ̂γ1,γH1

(s)〉−1

〈inv(γ2, γ′2), ϕ̂γ2,γH2
(s)〉−1

=
∆G′

H (γH1 , γ
′
1, γ

H
2 , γ

′
2)

∆G
H(γH1 , γ, γ

H
2 , γ2)
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where γ1 ∈ G(F ) is any element in the stable class of γ′1, and γ2 ∈ G(F ) is any
element in the stable class of γ′2. Applying [LS87, Lemma 4.2.A] we need to
show

〈inv(γ1, γ
′
1), ϕ̂γ1,γH1

(s)〉−1

〈inv(γ2, γ′2), ϕ̂γ2,γH2
(s)〉−1

=

〈
inv

(
γ1, γ

′
1

γ2, γ′2

)
, sU

〉
(2.1)

The right hand side of this equality is constructed in [LS87, §3.4]. Let us briefly
discuss it. Let Ti be the centralizer of γi, THi be the centralizer of γHi , and
pi ∈ Gder(F ) be s.t. γ′i = ψ(Ad(pi)γi). Then inv(γi, γ

′
i) = p−1

i zσσ(pi). Choose an
arbitrary admissible isomorphism ϕS : SH → S from a maximal torus SH ⊂ H
to a maximal torus S ⊂ G. Let US and U1,2 be the cokernels of

Z(Gsc)→ Ssc × Ssc, Z(Gsc)→ [T1]sc × [T2]sc

respectively, where in both cases the map is given by z 7→ (z, z−1). The product
map Ssc × Ssc → Ssc factors through the isogeny Ssc × Ssc → US . The dual of
the resulting map US → Ssc will be called ∆ : Ŝad → ÛS .

We may choose elements g1, g2 ∈ G(F ), h1, h2 ∈ H(F ) which give rise to the
following diagram of F -tori

(2.2)

TH1
Ad(h1)- SH �

Ad(h2)
TH2

T1

ϕ
γH1 ,γ1

?
Ad(g1)- S

ϕS

?
�Ad(g2)

T2

ϕ
γH2 ,γ2

?

Then Ad(g1, g2) gives rise to an isomorphism of F -tori U1,2 → US . The homo-
morphism

Z(Ĥ)/Z(Ĝ) - ŜH/Z(Ĝ) - Ŝad
∆ - ÛS

Âd(g1, g2)- Û1,2

is Γ-equivariant, and sU is the image of s under it.

Let zsc
σ be a 1-cochain Γ→ Gsc(F ) which lifts zσ , and choose lifts pi,sc ∈ Gsc(F )

of pi. The cochain

Γ→ U1,2, σ 7→ [(p−1
1,sczσσ(p1,sc))−1, p−1

2,sczσσ(p2,sc)]

is in fact a 1-cocycle, and this 1-cocycle is inv
(
γ1,γ

′
1

γ2,γ′2

)
.

We have now described both sides of Equation (2.1) and turn to its proof. Let
E/F be a finite Galois-extension s.t. the tori T1, T2, S split over E and the ele-
ments pi, pi,sc, zσ, zsc

σ , gi, hi are defined over E, and let Σ be its Galois-group.

Applying H−1
Tate(Σ, X∗(−)) to the maps of complexes 1

↑
Z(Ĥ)

 −→
 ŜH/Z(Ĥ)

↑
ŜH


ϕ̂
−1
S

−→

 ŜH/Z(Ĥ)
↑ ϕ̂S
Ŝ


we obtain

H−1
Tate(Σ, X∗(S

Hsc)→ X∗(S))→ H−1
Tate(Σ, X∗(Z(Ĥ))) ↪→ X∗(Z(Ĥ)Σ)
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In this way, s ∈ Z(Ĥ)Σ gives rise to a character s̃ on H−1
Tate(Σ, X∗(S

Hsc) →
X∗(S)), and via the inverse of the Tate-Nakayama-isomorphism

NT : H1(Σ, SHsc → S)→ H−1
Tate(Σ, X∗(S

Hsc)→ X∗(S))

we obtain a character s̃ ◦NT on H1(Σ, SHsc → S).

On the other hand we have the following diagram of complexes

(2.3)

 1
↓

T1 × T2

 -  THsc
1 × THsc

2

↓
T1 × T2

 Ad(h1, h2)

Ad(g1, g2)
-

 SHsc × SHsc

↓
S × S

 ·-

 SHsc

↓
S


 1
↓
U1,2

 -

 THsc
1 × THsc

2

↓
U1,2

 Ad(h1, h2)

Ad(g1, g2)
-

 SHsc × SHsc

↓
US

 ·-

 SHsc

↓
SGsc


6

We want to apply the functor H1(Σ,−) to this diagram to obtain

H1(Σ, T1 × T2)→ H1(Σ, SHsc → S)← H1(Σ, U1,2)

For this, we need to show that the maps Ad(h1,h2)
Ad(g1,g2) in both rows of the diagram

translate the Σ-action on their source to a homotopically trivial twist of the Σ-
action on their target, and then apply Proposition 2.4.1. We will show this for
the top row, the argument for the bottom row being similar. Moreover it is
enough to treat the case of the map

[THsc
1 → T1]→ [SHsc → S]

It is clear that this map translates the Σ-action on the left hand side to a twist of
the Σ-action on the right hand side by an element wσ ∈ Z1(Σ,Ω(SH , H)). For
s ∈ S put kσ(s) = wσ(ssc)s−1

sc , where ssc ∈ SHsc is any element whose image in
SHad is the same as that of ϕ−1

S (s). This gives a well-defined homotopy from
wσ to 1. Moreover, since the map SHsc → S has a finite kernel and connected
cokernel, this homotopy is unique, which forces the collection (kσ)σ to satisfy
the conditions of Proposition 2.4.1.

Equation (2.1) will be proved once we establish the following statements:

1. The images inH1(Σ, SHsc → S) of (inv(γ1, γ
′
1)−1, inv(γ2, γ

′
2)) and inv(

γ1,γ
′
1

γ2,γ′2
)

coincide.

2. The pull-back of s̃ ◦NT to H1(Σ, T1 × T2) equals 〈−, (ϕ̂−1
1 (s), ϕ̂−1

2 (s))〉.

3. The pull-back of s̃ ◦NT to H1(Σ, U1,2) equals 〈−, sU 〉.

To 1: This can be checked right away using the explicit formula of the map ‡ in
terms of inhomogenous cochains.

To 2: For any torus T , let [−,−] denote the canonical pairingH−1
Tate(Σ, X∗(T ))×

T̂Σ → C×. By Lemma 2.3.2 we have 〈a, b〉 = [NT(a), b]. Using the functoriality
of the isomorphism NT, which in the case of the maps Ad(h1,h2)

Ad(g1,g2) is the content
of Proposition 2.4.2, it is enough to show that the pull-back of s̃ under

H−1
Tate(Σ, X∗(T1)⊗X∗(T2))→ H−1

Tate(Σ, X∗(S
Hsc → X∗(S)))
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equals [−, ϕ̂−1
1 (s), ϕ̂−1

2 (s)]. This follows from the fact that the compositon 1
↑

T̂1 × T̂2

←
 ŜH/Z(Ĥ)

↑
Ŝ

←
 1

↑
Z(Ĥ)


where the left map is the dual of the upper row of diagram (2.3) and the right
map is the natural inclusion coincides with the map

Z(Ĥ)
∆−→ Z(Ĥ)× Z(Ĥ)

ϕ̂−1
1 ,ϕ̂−1

2−→ T̂1 × T̂2

To 3: The same arguments as above reduce to showing that sU is the image of
s under the map  1

↑
Û1,2

←
 ŜHad

↑
Ŝad

←
 1

↑
Z(Ĥ)/Z(Ĝ)


where the left map is the dual of the lower row of diagram (2.3) and the right
map is the natural inclusion. This follows from the construction of sU .

3 STATEMENT OF THE MAIN RESULT

We fix an unramified reductive group G over F , and a Borel pair (T0, B0) of
G defined over F . Then Γ acts on X∗(T0) through a finite cyclic subgroup
of Aut(X∗(T0)) generated by the image of Fi; we will denote by ϑ both this
image as well as its dual in Aut(X∗(T0)). Let (Ĝ, B̂0, T̂0) be the dual datum to
(G,B0, T0). If Ω(T0, G) and Ω(T̂0, Ĝ) denote the corresponding Weyl-groups,
then there is a natural isomorphism between them given by duality. We choose
an L-group LG for G s.t. the Γ-action on Ĝ preserves the pair (B̂0, T̂0).

We also fix an endoscopic triple (H, s, η̂) for G s.t. H is unramified. We choose
again a Borel pair (TH0 , BH0 ) defined over F , let (Ĥ, B̂H0 , T̂

H
0 ) be the dual datum

to (H,BH0 , T
H
0 ) and LH an L-group for H s.t. the Γ-action on Ĥ preserves

(B̂H0 , T̂
H
0 ).

We choose a hyperspecial point o in the apartment of T0 and obtain an OF -
structure on G and g. Then Go, Go+ resp. go, go+ will be the parahoric and its
pro-unipotent radical of G(OFu) resp. g(OFu) associated to o. We also choose
a hyperspecial point, denoted again by o, in the apartment of TH0 and obtain
the same structures on H and h.

Up to equivalence the map η̂ : Ĥ → Ĝ may be chosen so that η̂−1(B̂0, T̂0) =

(B̂H0 , T̂
H
0 ). Then we have in particular an isomorphism of complex tori η̂|TH0 :

T̂H0 → T̂0. There exists an element ω ∈ Z1(Γ,Ω(T̂0, Ĝ)) s.t. ω(σ)σ ◦ η̂|T̂H0 ◦
σ−1 = η̂|T̂H0 for all σ ∈ Γ. Thus we dually obtain an isomorphism of F -tori
η : Tω0 → TH0 , where Tω0 denotes the twist of T0 by ω. If TH and T are maximal
tori in H and G respectively, then we call an isomorphism TH → T admissible
if it is of the form Ad(g)ηAd(h) for some h ∈ H(F ), g ∈ G(F ).

We would like to alert the reader that there are two important elements of
Z1(Γ,Ω(T̂0, Ĝ)) that we will be working with: one is the element ω from the
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preceding paragraph, which comes from the endoscopic triple, and the other
is an element w, which will be defined in the following subsection, and comes
from the Langlands parameter υ.

By [Hal93, Lemma 6.1] the map η̂ : Ĥ → Ĝ can be extended to an L-embedding
Lη : LH → LG in such a way, that the 1-cocycle

IF → LH → LG→ Ĝ

is trivial. We choose such an extension. The extended triple (H, s, Lη) is then
unramified in the sense of [Hal93].

3.1 Review of the construction of DeBacker and Reeder

In this section we want to review the construction from [DR09] of the L-packet
on G and its pure inner forms corresponding to a Langlands parameter υ :
WF → LG which is TRSELP in the sense of loc. cit. Our purpose is not to give
the details of the construction, but rather to gather the necessary notation and
properties needed in the subsequent sections.

Recall that υ is called TRSELP if it is trivial on the wild inertia, Cent(υ(IF ), Ĝ)

is a maximal torus of Ĝ, and Z(Ĝ)Γ is of finite index in Cent(υ, Ĝ). Note that
then υ is automatically trivial on SL2(C). Up to equivalence we may assume
that υ(IF ) ⊂ T̂0. There is an element w ∈ Z1(Γ,Ω(T̂0, Ĝ)) s.t.

Ad(υ(σ))|T̂0
= w(σ)σ, ∀σ ∈WF

Let Tw0 be the twist of T0 byw. The ellipticity of υ implies that Tw0 /Z is anisotropic.
Put X = X∗(T

w
0 ). This is a Z[Γ]-module, where the Γ-action comes from that

on Tw0 . Let X̄ be the quotient of X by the coroot-lattice, and XΓ resp. X̄Γ de-
note the Γ-coinvariants in X resp. X̄ . Let Xw be the preimage of [XΓ]tor in X .
Write Cυ for the component group of the centralizer of υ in Ĝ. We have the
following diagram

Irr(Cυ) === Irr(π0(T̂w0
Γ
)) - Irr(π0(Z(Ĝ)Γ))

Xw
- [XΓ]tor

∼=
6

- [X̄Γ]tor

∼=
6

H1(Γ, Tw0 )

∼= DRTw0

?
- H1(Γ, G)

DRG
∼=
?

(3.1)

The bottom square of it is [DR09, Lemma 2.6.1]. The top equality follows from

Cent(υ, Ĝ) = T̂w0
Γ

while the rest is given by the obvious restriction maps.
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The map Xw → H1(Γ, G) in this diagram will be denoted by r. For any u ∈
H1(Γ, G) we let [r−1(u)] be the image of r−1(u) in [XΓ]tor. The map Xw →
Irr(Cυ) will be denoted by λ 7→ ρλ.

From the Langlands parameter υ DeBacker and Reeder construct (see [DR09,
§4]) a Langlands parameter υT : WF → LTw0 (called ϕT in loc. cit.) which
corresponds to a regular depth-zero character θ : Tw0 (F )→ C× (both notations
θ and χυ are used for this character in loc.cit). Moreover, given λ ∈ Xw, they
construct the following objects

• An element uλ ∈ Z1(Γ, G) (trivial on inertia). Let (ψλ, uλ) : G → Gλ be
the corresponding twist.

• A maximal torus Tλ ⊂ Gλ, together with an element pλ ∈ Gλ(Fu) s.t.

Ad(pλ)ψλ : Tw0 → Tλ

is an isomorphism of F -tori

• A depth-zero supercuspidal representation πλ of Gλ(F ).

Furthermore they show in the proof of [DR09, Thm 4.5.3] that for λ, µ ∈ Xw one
has ρλ = ρµ if and only if ψλ ◦ ψ−1

µ : Gµ → Gλ is a trivial twist and the transfer
of πµ to Gλ with respect to one (hence any) strongly trivial twist equivalent to
ψλ ◦ ψ−1

µ coincides with πλ. Thus if we put

I = {(Gλ, ψλ, uλ)| λ ∈ Xw}
and construct GI as in Section 2, then for each ρ ∈ Irr(Cυ) we obtain a conju-
gation-invariant function Θυ,ρ on GI(F ) by taking any λ ∈ Xw s.t. ρλ = ρ and
extending the character of πλ to a conjugation-invariant function on GI(F ).

To simplify their stability calculations, DeBacker and Reeder rigidify their con-
structions in the following way. In every class of H1(Γ, G) they choose a spe-
cific representative u ∈ Z1(Γ, G), which again gives rise to a twist (ψ, u) : G→
Gu. For each λ ∈ r−1(u) they construct an element qλ ∈ Gu(Fu) s.t. the maxi-
mal torus Sλ = Ad(qλ)ψ(T0) is defined over F and

Ad(qλ)ψ : Tw0 → Sλ

is an isomorphism over F . For any strongly regular semi-simple element Q ∈
S0(F ) the map

λ 7→ Ad(qλ)ψAd(q−1
0 )Q

is a bijection from [r−1(u)] to a set of representatives for the rational classes
inside the stable class of Q in Gu(F ) ([DR09, Lem. 2.10.1]). In particular, the
tori Sλ exhaust the stable class of Tw0 in Gu. It will be important for later to
note that p0 = q0 ∈ G(OFu). For every ρ ∈ Irr(Cυ) mapping to the class of u,
they define a representation πu(υ, ρ) on Gu(F ). It is equal to the transfer of πλ
via any strongly trivial twist Gλ → Gu equivalent to ψ ◦ ψ−1

λ , where λ is any
element of r−1(u).

It is clear from the constructions that for any λ ∈ r−1(u), the twist ψλ ◦ψ−1 de-
fines an injection from the conjugacy classes in Gu(F ) to the conjugacy classes
in GI(F ) whose image consists of those conjugacy classes which meet Gµ(F )
for µ ∈ r−1(u). Moreover, this twist identifies the character of πu(υ, ρ) with the
function Θυ,ρ, where both are viewed as class functions.

The same construction can be applied to a TRSELP υH : WF → LH and the
corresponding objects will carry the superscript H .
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3.2 The Whittaker character

We extend the chosen pair (T0, B0) ofG to a splitting (T0, B0, {Xα}) where each
simple root vector Xα is chosen so that the homomorphism

Ga → G

determined by it is defined over OFu and the image of 1 under

Ga(OFu)→ G(OFu)→ G(Fq)

is non-trivial. Such a splitting is called admissible by [Hal93]. Moreover we
require that Xσ(α) = σ(Xα) for all σ ∈ Γ. Let N denote the unipotent radical of
B0.

Lemma 3.2.1. There exists an additive character ψ : F → C× which is non-trivial
on OF but trivial on πOF , s.t. the representation π1(υ, 1) is generic with respect to
the character N(F )→ C× determined by ψ and the chosen splitting.

Proof: The representation π1(υ, 1) is the same as the representation π0 defined
in [DR09, §4.5]. By Lemmas 6.2.1 and 6.1.2 in loc. cit. it is generic with respect
to a character N(F )→ C× which has depth zero at o. This character is generic
and is thus given by the composition of the F -homomorphism

N →
∏
α∈∆

Ga
Σ−→ Ga

determined by the chosen splitting with an additive character

ψ : F → C×

The choice of the simple root vectorsXα ensures that the homomorphismN →
Ga is in fact defined over OF and moreover maps N(OF ) surjectively onto
Ga(OF ). Since the character N(F ) → C× has depth zero at o we see that ψ is
non-trivial on OF and trivial on πOF .

From now on we fix an additive character ψ : F → C× as in the above Lemma.

3.3 Definition of the unstable character

For t ∈ Cent(υ, Ĝ) we define on GI(F ) the function

Θt
υ =

∑
ρ∈Irr(Cυ)

[eρtr ρ(t)]Θυ,ρ

where for any λ ∈ Xw with ρλ = ρ we put eρ = e(Gλ), the latter being the sign
defined in [Kot83]. This is the t-unstable character corresponding to the packet
Π(υ) defined in [DR09, §4.5].

We will also define the t-unstable character of the normalized L-packet Πu(υ)
defined in [DR09, §4.6] for the specific twists (ψ, u) : G→ Gu considered there.
This character is

Θt
υ,u := e(Gu)

∑
ρ∈Irr(Cυ,u)

[tr ρ(t)]Θπu(υ,ρ)
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where Irr(Cυ, u) is the fiber over u of the map Irr(Cυ)→ H1(Γ, G) given in dia-
gram (3.1). We will show in Lemma 6.1.1 that the map H1(Γ, G)→ π0(Z(Ĝ)Γ)
in diagram (3.1) is a particular normalization of the Kottwitz isomorphism,
and so the set Irr(Cυ, u) is the set of all irreducible representations of Cυ which
transform under π0(Z(Ĝ)Γ) by the character corresponding to u via the Kot-
twitz isomorphism.

The restriction of Θ1
υ to G(F ), which also equals Θ1

υ,1, will be denoted by SΘυ .

3.4 Statement of the main result

Before stating the main result, we need to impose some mild conditions on the
residual characteristic of F . These restrictions come from the papers [DR09]
and [Hal93]. To state them, let nG denote the smallest dimension of a faithful
representation of G, and nH be the corresponding number for H . Let e be the
ramification degree of F/Qp and eG be the maximum over the ramification de-
grees (again over Qp) of all splitting fields of maximal tori ofG. The restrictions
we impose are

• qF ≥ |R(T0, B0)|

• p ≥ (2 + e) max(nG, nH)

• p ≥ 2 + eG

The first two items are imposed in [DR09, §12.4], while the third is imposed in
the main result of [Hal93] – Theorem 10.18. From now on we assume that these
restrictions hold.

Let υH : WF → LH be a Langlands parameter for H , then υ = Lη ◦ υH is a
Langlands parameter forG. We are interested in the situation in which both υH

and υ are TRSELP. Then (H, s, η̂) is automatically an elliptic endoscopic triple
for G. Up to equivalence we may assume that υH maps inertia into T̂H0 , then υ
maps inertia into T̂0 by our choice of η̂. There are elementsw ∈ Z1(Γ,Ω(T̂0, Ĝ)),
wH ∈ Z1(Γ,Ω(T̂H0 , Ĥ)) s.t.

Ad(υ(σ))|T̂0
= w(σ)σ, ∀σ ∈WF

Ad(υH(σ))|T̂H0 = wH(σ)σ, ∀σ ∈WF

Let ∆ψ be the Whittaker normalization [KS99, §5.3] of the absolute transfer
factor for (G,H) with respect to the generic character on N(F ) determined by
ψ and let ∆I

ψ be its extension to GI defined in Section 2.2. We will identify the
element s ∈ Z(Ĥ)Γ with its image in T̂0 under η̂. Then from Section 3.3 we
have the functions Θs

υ on GI(F ) and SΘυH on H(F ). The main result of this
paper is

Theorem 3.4.1. For any strongly regular semi-simple element γ ∈ GI(F ) the follow-
ing equality holds

Θs
υ(γ) =

∑
γH∈Hsr(F )/st

∆I
ψ(γH , γ)

DH(γH)2

DG(γ)2
SΘυH (γH)
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Recall that DG(γ) = |det(1−Ad(γ)|g/gγ)|1/2.

In terms of the normalized L-packets, this statement can be reformulated as
follows. Let (ϕ, u) : G → Gu be a pure inner twist of the type considered in
[DR09, §4.6] and let ∆ψ,u be the normalization of the absolute transfer factor
for (Gu, H) corresponding to ∆ψ as in Section 2.2. Then

Theorem 3.4.2. For any strongly regular semi-simple element γ ∈ Gu(F ) the fol-
lowing equality holds

Θs
υ,u(γ) =

∑
γH∈Hsr(F )/st

∆ψ,u(γH , γ)
D(γH)2

D(γ)2
SΘυH (γH) (3.2)

3.5 A consequence

Let as before (ϕ, u) : G → Gu be a twist and let υ : WF → LGu be a TRSELP.
We identify Ĝu and Ĝ. Then we have Z(Ĝ)Γ ⊂ Cent(υ, Ĝ) and if we choose s ∈
Z(Ĝ)Γ, then (G, s, id) is an extended endoscopic triple for Gu. In this situation
we obtain the following corollary of Theorem 3.4.2, which was conjectured by
Kottwitz in [Kot83].

Corollary 3.5.1. Let γ ∈ G(F ) and γ′ ∈ Gu(F ) be stably conjugate. Then∑
π∈Πu(υ)

Θπ(γ′) = e(Gu)SΘυ(γ)

Proof: We consider first the left hand side of the equality in Theorem 3.4.2.
Since s belongs to Z(Ĝ)Γ, we have

Θs
υ,u(γ′) = e(Gu)〈u, s〉−1

∑
π∈Πu(υ)

Θπ(γ′)

where 〈〉 : H1(F,G) × Z(Ĝ)Γ → C× is the pairing given by the Kottwitz-
isomorphism (see Lemma 6.1.1). Turning to the right hand side of said equality,
one sees that if γ ∈ G(F ),γ′ ∈ Gu(F ) are stably conjugate, then the Whittaker
normalization of the transfer factor in this situation is given by the simple for-
mula

∆ψ(γ, γ′) = 〈inv(γ, γ′), s〉−1

If γ, γ′ are not stably conjugate, then the transfer factor is zero. Thus the right
hand side consists of a single summand and is equal to

〈inv(γ, γ′), s〉−1SΘυ(γ)

The statement now follows using Fact 2.1.2.

Remark: This Corollary implies that the function Θ1
υ on GI(F ) defined in Sec-

tion 3.3 is stable with respect to the general notion of stable conjugacy, de-
veloped in Section 2, for which stable classes span across multiple pure inner
forms. Thus Θ1

υ can be viewed as the stable character of the large L-packet Πυ

on GI(F ).
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4 ENDOSCOPIC SIGNS

In this section we only need the notation from the beginning of Section 3. More-
over, it is independent of the restrictions posed on p in Section 3.4. The only
restriction we impose on p is p > 2, although this again is just for convenience
and could be removed.

There are three signs which can be assigned to the pair of groups (G,H) and
which we need to equate. The first one is

ε(G,H) = (−1)rG−rH

where rG and rH are the F -split ranks ofG andH . This sign plays an important
role in the character formulas of [DR09].

The second sign enters in the normalization of the geometric transfer factors.
It is defined relative to an additive character ψ : F → C× as the local ε-factor
εL(V, ψ) where V is the virtual representation of Γ of degree 0 given by the
difference of the Γ-representations VG := X∗(T0)⊗ C and VH := X∗(TH0 )⊗ C.

The third goes back to Weil and plays a role in Waldspurger’s work [Wal95]
on the local trace formula for Lie algebras. To construct it, let ψ : F → C× be
an additive character and B : g(F ) × g(F ) → F a non-degenerate, Ad(G(F ))-
invariant, symmetric bilinear form. Following the exposition in [Wal95, VIII]
we define for a lattice r ⊂ g(F )

I(r) =

∫
r

ψ(B(x, x)/2)dx

r̃ = {x ∈ g(F )|∀y ∈ r ψ(B(x, y)) = 1}

It has been shown by Weil that the function

r 7→ I(r)

|I(r)|

is constant when restricted to the set {r|r̃ ⊂ 2r}. This constant is called γψ(B),
or γψ(g) when B is understood. Furthermore, in loc. cit. Waldspurger ex-
plains how to transfer B to a non-degenerate, Ad(H(F ))-invariant, symmetric
bilinear form Bh on h(F ), thereby obtaining γψ(Bh). The second sign we are
interested in is γψ(B)γψ(Bh)−1. (The word “sign” is not yet justified here, all
we know is that both constants and hence their quotient are eight roots of unity.
We will see however that in our case the quotient is a sign.)

We extend the bilinear form B to a symmetric bilinear form g(F ) × g(F ) → F
in the obvious way and denote it by the same letter. As remarked in loc.cit.,
this extension is Ad(G(F )) o Γ-invariant. It is clear that if V ⊂ g is a subspace
of g defined over some extension E of F , then the restriction of B to V defines
a symmetric bilinear form V (E)× V (E)→ E.

The purpose of this section is to prove the following

Proposition 4.0.2. Let ψ : F → C× be an additive character which is non-trivial on
OF and trivial on πOF . Let B be a “good” bilinear form in the sense of [DR09, A.1].
Then

εL(V, ψ) = ε(G,H) = γψ(B)γψ(Bh)−1
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The proof is contained in the following lemmas.

Remark: We would like to point out that the second of these equalities is also
proved in [KV2]. The proof given here is different from the one in loc. cit. and
establishes a connection between the above signs and the number of symmetric
orbits of Γ in R(TH , G). This number is an important invariant in endoscopy
and thus the following lemmas may be of independent interest.

Recall from the introduction of Section 3 that ϑ is the automorphism of X∗(T0)
(and dually of X∗(T0)) given by the action of Fi, and ω ∈ Z1(Γ,Ω(T0, G)) is an
element such that η : Tω0 → TH0 is an isomorphism of F -tori.

Lemma 4.0.3.
ε(G,H) = det(ω)

Proof: A similar argument is given in the proof of [DR09, Lemma 12.3.5], but
we will present it here since our situation and notation are different. ϑ is a
finite-order automorphism of the real vector space X∗(T0) ⊗ R and hence is
diagonalizable over C with eigenvalues roots of unity, and all non-real eigen-
values come in conjugate pairs. Thus det(ϑ) = (−1)dim(VG)−dim(V ϑG ). In the
same way det(ωϑ) = (−1)dim(VH)−dim(V ωϑH ). But

ε(G,H) = (−1)dim(V Γ
G )−dim(V Γ

H) = (−1)dim(V ϑG )−dim(V ωϑH ) = det(ω)

Lemma 4.0.4.
εL(V, ψ) = det(ω)

Proof: The Γ representations VG and VH are unramified. Applying [Tat77, 3.4.6]
and noting that the isomorphism of local class field theory used in loc. cit. is
normalized so that Fi corresponds to π, we obtain

εL(VG − VH , ψ) = detVG(Fi−1) detVH(Fi−1)−1

=

[
det(ϑ)

det(ωϑ)

]−1

= det(ω)

These two lemmas complete the proof of the first equality in Proposition 4.0.2.
To continue with the second equality, we need to recall some notions from
[LS87]. Let T be a maximal torus of G, and O be a Γ-orbit in R(T,G), the
set of roots of T in G. Then −O is also a Γ-orbit in R(T,G) and either O = −O,
in which case O is called a symmetric orbit, or O ∩ −O = ∅, in which case O
is called an asymmetric orbit. For α ∈ R(T,G) let Γα be the stabilizer of α and
Γ±α be the stabilizer of the set {α,−α}. Let Fα and F±α be the fixed fields of
Γα and Γ±α in F . Then [Γα; Γ±α] equals 2 if the orbit of α is symmetric and 1 if
it is asymmetric. If T is unramified, then both Fα and F±α lie in Fu.

For any Γ-invariant subset S ⊂ R(T,G) we put

gS =
⊕
α∈S

gα

This is clearly a vector subspace of g defined over F .
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Lemma 4.0.5. Let T be a maximal torus of G stably conjugate to Tω0 . Then

γψ(B)γψ(Bh)−1 =
∏
O
γψ(B|gO(F ))

where O runs over the set of symmetric orbits of Γ in R(T,G).

Proof: We consider the root decomposition of g relative to T :

g = t⊕
⊕

α∈R(T,G)

gα

If we put g0 = t then the invariance ofB implies that for all α, β ∈ R(T,G)∪{0}
such that α 6= −β the subspaces gα and gβ of g are orthogonal with respect to
B. This means that ifO1, ...,Ok are the orbits in R(T,G) of the group Γ×{±1},
where {±1} acts by scalar multiplication, then

g(F ) = t(F )⊕
k⊕
i=1

gOi(F )

is an orthogonal decomposition of g(F ). Thus γψ(B) factors as

γψ(B) = γψ(B|t(F ))

k∏
i=1

γψ(B|gOi (F ))

Consider one of the orbits Oi. Either Γ acts transitively on it, in which case it
is a symmetric Γ-orbit, or it decomposes as a disjoint union of two asymmetric
Γ-orbits. We assume that the latter is the case, and write Oi = O′i t −O′i where
O′i is one of the two Γ orbits in Oi. Then gOi = gO′i ⊕ g−O′i is a decomposition
over F as a direct sum of isotropic spaces. Let r+ ⊂ gO′i(F ) and r− ⊂ g−O′i(F )
be large enough lattices. Then γψ(B|gOi (F )) is by definition the complex sign
of ∫

r+⊕r−
ψ(B(x+ y, x+ y)/2)d(x, y)

=

∫
r+

∫
r−

ψ(B(x, y))dxdy

For each x ∈ r+ the map y 7→ ψ(B(x, y)) is a character of the additive group r−.
Thus if r0

+ is the subgroup of r+ consisting of all x s.t. this character is trivial,
the above integral is equal to the positive real constant vol(r0

+, dx)vol(r−, dy).
This shows γψ(B|gOi (F )) = 1 and we conclude that

γψ(B) = γψ(B|t(F ))
∏
O
γψ(B|gOi (F ))

where O runs over the set of symmetric Γ-orbits in R(T,G).

We can apply the same reasoning to the Lie algebra h with the bilinear form Bh

and the torus TH0 . Since TH0 is contained in a Borel defined over F , there are no
symmetric orbits of Γ in R(TH0 , H) and we conclude

γψ(Bh) = γψ(Bh|tH0 (F ))

But we have chosen the torus T so that there exists an admissible isomorphism
TH0 → T over F , and the bilinear form Bh is constructed so that the differential
of this admissible isomorphism identifies Bh|tH0 (F ) with B|t(F ). Thus

γψ(Bh) = γψ(B|t(F ))

and the lemma now follows.
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Lemma 4.0.6. Let O be a symmetric orbit of Γ in R(T,G). Then

γψ(B|gO(F )) = −1

Proof: Choose α ∈ O and σα ∈ Γ±α r Γα. We can choose a non-zero E ∈
gα(Fα) ∩ [go r go+ ] and then we have σα(E) ∈ g−α(Fα) ∩ [go r go+ ]. Then by
[DR09, §A.1]

B(E, σα(E)) ∈ O×F±α
The map

ϕ : Fα → gO(F ), λ 7→
∑

σ∈Γ/Γα

σ(λE)

is an isomorphism of F -vector spaces and clearly γψ(B|gO(F )) = γψ(ϕ∗B). To
compute the bilinear form ϕ∗B : Fα × Fα → F we notice that if σ1, ..., σk are
representatives for Γ/Γ±α, then

gO =

k⊕
i=1

(gσi(α) ⊕ gσi(−α))

is an orthogonal sum of hyperbolic planes defined over F±α. A direct compu-
tation shows that

ϕ∗B(λ, µ) = tr F±α/F

(
[λσα(µ) + µσα(λ)]B(E, σα(E))

)
If we put

ψ′(x) = tr F±α/F (B(E, σα(E))x)

B′(µ, λ) = λσα(µ) + µσα(λ)

then ψ′ : F±α → C× is an additive character and B′ : Fα × Fα → F±α is a
non-degenerate F±α-bilinear form, and clearly γψ(ϕ∗B) = γψ′(B

′).

We will now compute γψ′(B′).

First we claim that ψ′ is non-trivial on OF±α but trivial on πOF±α . To see this,
note that tr F±α/F induces for each i ∈ Z a homomorphism of additive groups
πiOF±α → πiOF which fits into the diagram

πiOF±α
- πiOF

kF±α

mod πi+1

? tr - kF

mod πi+1

?

and thus tr F±α/F : OF±α → OF is surjective ([Ser79, V.§1.Lemma 2]). This
together with B(E, σα(E)) ∈ O×F±α implies the claim about ψ′.

Next we compute the dual of the OF±α -lattice OFα with respect to ψ′ ◦B′.

{x ∈ Fα| ∀y ∈ OFα : ψ′(B(x, y)) = 1}
= {x ∈ Fα| ∀y ∈ OFα : B(x, y) ∈ πOF±α}
= π{x ∈ Fα| ∀y ∈ OFα : xσα(y) + yσα(x) ∈ OF±α}
= π{x ∈ Fα| ∀y ∈ OFα : xy + σα(y)σα(x) ∈ OF±α}
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Thus we are looking for π times the dual of OFα with respect to the bilinear
form (x, y) 7→ tr Fα/F±α(xy). This dual is the codifferent of Fα/F±α, which
equals OFα since Fα/F±α is an unramified extension.

We conclude that the lattice OFα has the property that it contains its dual with
respect to ψ′ ◦ B′. Since we are imposing the restriction p > 2 and thus OFα =
2OFα . Then by definition, γψ′(B′) is the complex sign of

I :=

∫
OFα

ψ′(N(x))dx

whereN : Fα → F±α is the norm map and dx is a Haar measure on the additive
group Fα. Let (ξk)k∈kFα be a set of representatives for OFα/πOFα . Then

I =
∑
k∈kFα

∫
πOFα

ψ′(N(ξk + x))dx

One computes immediately that ψ′(N(ξk + x)) = ψ′(N(ξk)) for all x ∈ πOFα
since ψ′ is trivial on πOF±α . This leads to

I = vol(πOFα , dx)
∑
k∈kFα

ψ′(N(ξk))

The restriction of ψ′ to OF±α factors through the natural projection OF±α →
kF±α , and the composition of N with this projection factors through the pro-
jection OFα → kFα and induces the norm map associated to the extension
kFα/kF±α , which we also call N . Thus

I = vol(πOFα , dx)
∑
k∈kFα

ψ′(N(k))

= vol(πOFα , dx)

1 +
∑
k∈k×Fα

ψ′(N(k))


Now N : k×Fα → k×F±α is a surjective homomorphism, the cardinality of whose
fibers we will call A. Then

I = vol(πOFα , dx)

1 +A
∑

k∈k×F±α

ψ′(k)


= vol(πOFα , dx)

−(A− 1) +A
∑

k∈kF±α

ψ′(k)


= −(A− 1)vol(πOFα , dx)

since ψ′ is a non-trivial character on the additive group kF±α . We conclude that
I is a negative real number, and the lemma follows.

Lemma 4.0.7.
det(ω) = (−1)N

where N is the number of symmetric orbits of Γ in R(T,G).
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Proof: We choose a g ∈ G(F ) s.t. Ad(g) : Tω0 → T is an isomorphism over
F and use it to regard ω and ϑ as automorphisms of R(T,G). Moreover put
B = Ad(g)B0 and write α > 0 if α ∈ R(T,B). Let

S = {α ∈ R(T,G)|α > 0 ∧ ωα < 0}
S′ = {α ∈ R(T,G)|α > 0 ∧ ωϑα < 0}

Since ϑ preserves the set of positive roots inR(T,G), it induces a bijection S′ →
S. Thus

det(ω) = (−1)|S| = (−1)|S
′|

Claim 1: The cardinality of S′ is congruent mod 2 to the cardinality of the in-
tersection of S′ with the union of the symmetric orbits of Γ in R(T,G).

Put T = ωϑ for short. Then Γ acts on R(T,G) via the cyclic group < T >. Let
O be an orbit. We claim that the sets

O+ = {α ∈ O| α > 0 ∧ Tα < 0}
O− = {α ∈ O| α < 0 ∧ Tα > 0}

have the same cardinality. To see this, consider the directed graph in the vector
space X∗(Tad) ⊗ R whose vertices are given by O and whose edges are given
by

{(α, Tα)| α ∈ O}

Then O+ is in bijection with the set of edges which start in the positive half
space of X∗(Tad)⊗R and end in the negative, whileO− is in bijection with the
set of edges which start in the negative half space and end in the positive. But
our graph is a closed loop, so these sets must have the same cardinality.

If O is an asymmetric orbit, then −O is also one and is disjoint from O, and
multiplication by −1 gives a bijection O− → [−O]+. We conclude that S′ ∩
(O ∪−O) has an even cardinality. This proves Claim 1.

Claim 2: Let O be a symmetric orbit. Then its intersection with S′ has an odd
cardinality.

The group < T > acts on O/{±1} and all elements of the latter set are of
the form {α,−α} with α ∈ O. We choose an element A ∈ O/{±1}, and let
n = |O|/2−1. Then A, TA, ..., TnA enumeratesO/{±1}. For each 0 ≤ i ≤ n let
αi be the positive member of T iA. Then for each such i one of two cases occurs:
either Tαi = −αi+1 and T (−αi) = αi+1, or Tαi = αi+1 and T (−αi) = −αi+1

(where we adopt the convention αn+1 = α0). The cardinality of S′ ∩ O is the
number of 0 ≤ i ≤ n for which the first case occurs. Now let M be the number
of 0 ≤ i < n for which the first case occurs (note the sharp inequality!). If M
is even, then Tnα0 = αn and thus Tαn must equal −α0, for otherwise the set
{α0, Tα0, ..., T

nα0}will be a T -invariant subset ofO, which is impossible. Thus
|S′ ∩ O| = M + 1 is an odd number. If conversely M is odd, then Tnα0 = −αn
and by the same reasoning T (−αn) = (−α0). It follows then that |S′ ∩O| = M ,
again an odd number. This proves Claim 2.

The two claims together imply that (−1)|S
′| = (−1)N and this finishes the

lemma.

The second equality in Proposition 4.0.2 now follows from these lemmas.
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5 PROOF OF THE MAIN RESULT IN A SIMPLE CASE

In this section we will prove Theorem 3.4.2 in the special case where γ is a
strongly regular topologically semi-simple element. Such elements are quite
special and for them the proof simplifies considerably. We hope that discussing
this case first might help the reader see more clearly some of the phenomena
that enter into the general proof. It is also worth mentioning that in this spe-
cial case the proof is valid without any restriction on the field F beyond odd
residual characteristic.

5.1 Preparatory lemmas

Before we can give the proof for topologically semi-simple elements, we need
to technical results. The first one will be an integral part of the general proof as
well. The second one is a simple special case of the more general and technical
discussion of transfer factors needed for the general case.

Recall our situation as laid out in the introduction to Section 3: we have a twist
(ϕ, u) : G → Gu, an extended endoscopic triple (H, s, Lη) for G and a TRSELP
υH : WF → LH from which we obtain a TRSELP υ : WF → LG by composing
υH and Lη. In Section 3 we remarked that η̂ provides an isomorphism of F -tori
η : T0 → TH0 . There is an element w ∈ Z1(Γ,Ω(T0, G)) and a regular depth-
zero character θ : Tw0 (F )→ C×. We also have the corresponding objects for H ,
which will carry the superscript H .

Lemma 5.1.1. The isomorphism

Tw0
η−→ TH,w

H

0

is defined over F . If γ ∈ Tw0 (F ) is topologically semi-simple and z ∈ Z◦(F ) then

θ(γ) = θH(η(γ)) θ(z) = θH(η(z))λG(z)

where λG : Z◦(F )→ C× is the character of [LS87, Lemma 4.4.A].

Proof: Recall that Tw0 is the torus whose complex dual is given by the complex
torus T̂0 with Γ-action

σ(t) = Ad(υ(σ))t

for all σ ∈WF , t ∈ T̂0(C) where the conjugation takes place in LG. Analogously
we have the torus TH,w

H

0 whose complex dual is the complex torus T̂H0 with
Γ-action

σ(t) = Ad(υH(σ))t

for all σ ∈ WF , t ∈ T̂H0 (C) where now the conjugation takes place in LH . The
statement that

η : Tw0 → TH,w
H

0

is defined over F is equivalent to the statement that the isomorphism of com-
plex tori

η̂ : T̂H0 → T̂0
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is equivariant with respect to the above actions. But

η̂(Ad(υH(σ))t) = Lη(Ad(υH(σ))t)

= Ad(LηυH(σ))Lη(t)

= Ad(υ(σ))η̂(t)

This proves the first assertion.

The restriction of θ to the maximal bounded subgroup of Tω0 , to which γ be-
longs, is determined by the restriction of the Langlands parameter υT of θ to
inertia, which by construction is simply given by the restriction to inertia of
υ = Lη ◦ υH . This restriction is the cocycle

IF
υH- LH

Lη - LG - Ĝ

which by construction lands in T̂0. Since Lη is trivial on inertia, we see that this
is the same as the cocycle

IF
υH- LH - Ĥ

η̂ - Ĝ

which also lands in T̂0 and equals the restriction to inertia of η̂ ◦υTH . The latter
is the cocycle determining the restriction of θH ◦ η to the maximal bounded
subgroup of Tω0 . This proves the second assertion.

Let T be any torus ofG coming fromH . In [LS87, §3.5] Langlands and Shelstad
construct an element a ∈ H1(WF , T̂ ). The character λG(z) is then the restriction
to Z◦(F ) of the character on T (F ) corresponding via the Langlands correspon-
dence to a. The construction of a involves χ-data, but one sees easily that its
image under

H1(WF , T̂ )→ H1(WF , Ẑ◦)

is independent of that choice and is in fact represented by the cocycle

WF
⊂ - LH

Lη - LG - L[Z◦] - Ẑ◦

By construction of the Langlands parameter υT of θ, the restriction of θ to
Z◦(F ) is given by the cocycle

WF
υH- LH

Lη - LG - L[Z◦] - Ẑ◦

while that of θH ◦ η is given by the cocycle

WF
υH- LH - Ĥ

η̂ - Ĝ - Ẑ◦

It is clear that of these three cocycles, the second one equals the product of the
first and the third, which implies the final statement of the lemma.

Recall the splitting (T0, B0, {Xα}) and the additive character ψ : F → C× we
chose in Section 3.2. From ψ we obtain a generic character of the unipotent
radical of B0, and hence a set of Whittaker data for G. We set ∆ψ to be the
normalization of the absolute transfer factor provided by that Whittaker data.

Proposition 5.1.2. Let γ ∈ G(OF ) be a strongly regular topologically semi-simple
element, and let γH ∈ H(F ) be any preimage of γ. Then

∆ψ(γH , γ) = ε(G,H)
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Proof: Let ∆0 be the normalization of the absolute transfer factor provided by
(T0, B0, {Xα}) [LS87, 3.7]. Then we have

∆ψ = εL(V, ψ)∆0

Using Proposition 4.0.2 it will be enough to show that ∆0(γH , γ) = 1 and for
this we follow the strategy of [Hal93, II]. Let T be the centralizer of γ in G. It is
a maximal torus of G, unramified according to [Kot86, 7.1]. Thus we may pick
our a-data to consist of units inOFu and our χ-data to be unramified. Let TH be
the centralizer of γH in H and identify it with T using the isomorphism ϕγH ,γ .
With these choices in place, we may construct and discuss the individual parts
of ∆0.

The same argument as in the proof of [Hal93, 7.2] shows that ∆I(γ
H , γ) = 1. In

summary, the reason is that this factor arises from the evaluation of a character
of H1(Γ, T ) on the splitting invariant of T , but with our choices this invariant
lies in H1(Γ/IF , T (OFu)), which is trivial. Furthermore, as remarked in the
proof of [Hal93, 8.1], (α(γ) − 1) and aα are units for each α ∈ R(T,G), and
hence ∆II(γ

H , γ) and ∆IV (γH , γ) are trivial. The factor ∆III1(γH , γ) is trivial
due to the choice of identification of TH and T . The factor ∆III2(γH , γ) is
trivial, because it equals 〈a, γ〉 for a certain a ∈ H1(WF , T̂ ), but by [Hal93, 11.2]
the character 〈a, 〉 is unramified.

5.2 Proof for topologically semi-simple elements

Recall that the construction of DeBacker-Reeder, reviewed in Section 3.1, pro-
vides an element q0 ∈ G and an unramified maximal torus S0 = Ad(q0)T0 ⊂ G
such that the isomorphism Ad(q0) : Tw0 → S0 is defined over F . Moreover it
provides elements qλ ∈ Gu and unramified maximal tori Sλ = Ad(qλ)T0 ⊂ Gu

for each λ ∈ r−1(u). The maximal tori Sλ exhaust up to Gu(F )-conjugacy all
maximal tori in Gu which are stably conjugate to S0. Thus a strongly regular
semi-simple element γ ∈ Gu(F ) is stably conjugate to an element of S0(F ) if
and only if it is Gu(F )-conjugate to an element of some Sλ(F ). We also have
the corresponding objects for H , which will carry the superscript H .

We now turn to the proof of Theorem 3.4.2. Fix a topologically semi-simple
strongly regular element γ ∈ Gu(F ). If this element is not stably conjugate
to an element of S0(F ), then it is not Gu(F )-conjugate to an element of any
Sλ(F ), and thus [DR09, 10.1.1] implies that the left hand side of the equality
we are proving vanishes. But in that case no preimage γH ∈ H(F ) of γ can be
stably conjugate to an element of SH0 (F ) and for the same reason the right hand
side vanishes. Thus we may assume, after possibly conjugating in Gu(F ), that
γ belongs to some Sλ(F ).

Lemma 5.1.1 implies that

j : SH0
Ad(qH0 )−1

- TH0
η−1
- T0

Ad(q0)- S0

is an admissible isomorphism defined over F . Put γ0 = Ad(q0q
−1
λ )γ, γH0 =

j−1(γ0), and λ′ = Ad(q0)λ ∈ X∗(S0).

Consider the right hand side of the equation in Theorem 3.4.2. Using Proposi-
tion 5.1.2, Fact 2.2.3, and the fact that D(γ) = D(γH) = 1 due to the topological
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semi-simplicity of γ, we obtain

ε(G,H)
∑
γH

〈inv(γ0, γ), ϕ̂γ0,γH (s)〉−1SΘυH (γH) (5.1)

where γH runs over the stable conjugacy classes of preimages of γ in H(F ) .

Using Equation (10) in [DR09, 2.8] one easily computes that inv(γ0, γ) is the el-
ement ofH1(Γ/IF , S0(Fu)) which assigns the value λ′(π) to Fi. Using Lemmas
2.3.2 and 2.3.3 we see that

〈inv(γ0, γ), ϕ̂γ0,γH (s)〉−1 = λ′(ϕ̂γ0,γH (s))

Consider the summation set of (5.1). If γH is not stably conjugate to an element
of SH0 (F ), then SΘυH (γH) vanishes by the same argument we used above.
Thus the summation set can be identified with a set of representatives for the
H(F )-stable classes of preimages of γ0 in SH0 (F ). Such a set is in bijection
with a set of representatives for the quotient Ω(SH0 , H)(F )\Ω(S0, G)(F ), where
we interpret the smaller Weyl-group as a subgroup of the larger one via the
isomorphism j. This bijection sends a representative y to yγH0 . If γH = yγH0 ,
then

λ′(ϕ̂γ0,γH (s)) = (yλ′)(ĵ−1(s))

and hence (5.1) becomes

ε(G,H)
∑

y∈Ω(SH0 ,H)(F )\Ω(S0,G)(F )

(yλ′)(ĵ−1(s))SΘυH (yγH0 ) (5.2)

According to [DR09, 11.2,9.6.2,2.11.2] we have

SΘυH (yγH0 ) = ε(H, [TH0 ]w
H

)
∑

z∈Ω(SH0 ,H)(F )

θH0 (zyγH0 )

Using that (yλ′)(ĵ−1(s)) = (zyλ′)(ĵ−1(s)) for z ∈ Ω(SH0 , H) and y ∈ Ω(S0, G),
as well as the fact that [TH0 ]w

H ∼= Tw0 (Lemma 5.1.1) we can rewrite (5.2) as

ε(G,Tw0 )
∑

y∈Ω(S0,G)(F )

(yλ′)(ĵ−1(s))θH0 (yγH0 ) (5.3)

By Lemma 5.1.1 for every topologically semi-simple element γH ∈ SH0 (F ) we
have θH0 (γH) = θ0(j(γH)) and with this (5.3) becomes

ε(G,Tw0 )
∑

y∈Ω(S0,G)(F )

(yλ′)(ĵ−1(s))y−1
∗ θ0(γ0) (5.4)

Using the isomorphism Ad(q0) : Tw0 → S0 and the fact that it identifies Wwθ
o

with Ω(S0, G)(F ) ([DR09, 2.11.2]) we can rewrite (5.4) as

ε(G,Tw0 )
∑

y∈Wwθ
o

(yλ)(η̂(s))y−1
∗ θ(δ0) (5.5)

where now δ0 = Ad(q0)−1γ0 ∈ Tw0 (F ).

Now we will consider the left hand side of Theorem 3.4.2 and show that it also
equals (5.5). By definition, we have

Θs
υ,u(γ) = ε(G,Gu)

∑
ρ∈Irr(Cυ,u)

tr ρ(η̂(s))Θπu(υ,ρ)(γ) (5.6)
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According to Diagram (3.1) the sum can be rewritten as

Θs
υ,u(γ) = ε(G,Gu)

∑
[µ]∈[r−1(u)]

µ(η̂(s))Θπu(υ,ρµ)(γ) (5.7)

where we recall that the elements [µ] belong to [XΓ]tor. According to [DR09,
10.1.1], the summand corresponding to [µ] vanishes unless the tori Sµ and
Sλ are Gu(F )-conjugate, which according to [DR09, 2.11.1] happens precisely
when [λ] and [µ] lie in the same Wwθ

o -orbit. Thus (5.7) becomes

ε(G,Gu)
∑

[µ]∈Wwθ
o ·[λ]

µ(η̂(s))Θπu(υ,ρµ)(γ) (5.8)

Now fix [µ] ∈ Wwθ
o · [λ] and let zµ ∈ Wwθ

o be any element with zµ · [λ] =
[µ]. According to the proof of [DR09, 2.11.1] there exists g ∈ Gu(F ) with the
properties that Ad(g)Sµ = Sλ and the images of q−1

λ gqµ and z−1
µ in Ω(T0, G)

coincide. Then, applying [DR09, 10.1.1] and [DR09, 9.6.2], and recalling that
Wwθ
o,µ is the stabilizer of [µ] for the action of Wwθ

o on XΓ, we obtain

Θπu(υ,ρµ)(γ) = ε(Gu, Tw0 )
∑

z∈Wwθ
o,µ

(gqµz)∗θ(γ)

= ε(Gu, Tw0 )
∑

z∈Wwθ
o,µ

(qλ)∗(z
−1
µ z)∗θ(γ)

= ε(Gu, Tw0 )
∑

z∈Wwθ
o,µ

(z−1
µ z)∗θ(δ0)

= ε(Gu, Tw0 )
∑

z∈Wwθ
o,λ

(zz−1
µ )∗θ(δ0)

where the last equation comes from the fact that Ad(z−1
µ ) provides an automor-

phism of Wwθ
o which sends Wwθ

o,µ to Wwθ
o,λ .

We can now plug this formula into (5.8). Observing that the summation set of
(5.8) is in bijection with the quotient Wwθ

o /Wwθ
o,λ , we obtain

ε(G,Tw0 )
∑

y∈Wwθ
o

[yλ](η̂(s))y−1
∗ θ(δ0) (5.9)

which is the same as (5.5). This concludes the proof of Theorem 3.4.2 for topo-
logically semi-simple elements.

6 A FORMULA FOR THE UNSTABLE CHARACTER

The purpose of this section is to establish a reduction formula, similar to the
ones in [DR09, §9,§10], for Θt

υ,u. Before we can do so, we need some cohomo-
logical facts.

6.1 Cohomological lemmas II

Recall the diagram (3.1). We call aG the composition

H1(Γ, G)→ Irr(π0(Z(Ĝ)Γ))
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of the right vertical isomorphisms in this diagram. In [Kot86, Thm 1.2] Kot-
twitz defines another isomorphism

H1(Γ, G)→ Irr(π0(Z(Ĝ)Γ))

which he calls αG. This isomorphism can be normalized in two different ways,
and the two normalizations differ by a sign.

Lemma 6.1.1. Depending on the normalization of αG, one has

aG = ±αG

Proof: Assume first that G = T is a torus. One normalization of the isomor-
phism αG is then given by the composition

H1(Γ, T )→ Irr(H1(Γ, X∗(T )))→ Irr(π0(T̂Γ))

where the first map arises via the cup product pairing

H1(Γ, X∗(T ))⊗H1(Γ, T )→ C×

and the second map is the dual of the isomorphism π0(T̂Γ)→ H1(Γ, X∗(T̂ )) of
Lemma 2.3.1.

Thus if we precompose αG by TN then by Lemma 2.3.2 the resulting isomor-
phism

[X∗(T )Γ]tor → Irr(π0(T̂Γ))

will be given by the standard pairing T̂ ×X∗(T̂ )→ C×.

On the other hand if we precompose aG by TN then by Lemma 2.3.4 the result-
ing isomorphism

[X∗(T )Γ]tor → Irr(π0(T̂Γ))

will be given by the negative of the standard pairing T̂ ×X∗(T̂ )→ C×.

This proves that in the case G = T with our normalization of αG we have
aG = −αG. For the general case let T ⊂ G be an elliptic maximal torus and
consider the commutative diagrams

Irr(π0(T̂Γ)) - Irr(π0(Z(Ĝ)Γ)) Irr(π0(T̂Γ)) - Irr(π0(Z(Ĝ)Γ))

H1(Γ, T )

aT

6

- H1(Γ, G)

aG

6

H1(Γ, T )

−αT
6

- H1(Γ, G)

−αG
6

The fact that the right diagram commutes is part of the statement of [Kot86,
Thm 1.2], while for the left diagram it follows from the construction. We just
proved that the left vertical arrows in the two diagrams coincide. But since T
is elliptic, the bottom horizontal maps are surjective by [Kot86, Lemma 10.1].
Thus the right vertical maps in the two diagrams must also coincide.

Lemma 6.1.2. Let Q0 ∈ Lie(S0)(F ) be a regular semi-simple element and λ ∈
r−1(u). Put Qλ := Ad(qλq

−1
0 )Q0. Then
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1. Qλ ∈ Lie(Sλ)(F ).

2. The image of λ under the map

[XΓ]tor
DR−→ H1(Γ, Tw0 )

Ad(q0)−→ H1(Γ, S0)

equals inv(Q0, Qλ).

3. The map λ 7→ Qλ establishes a bijection from [r−1(u)] to a set of representatives
for the conjugacy classes of elements in Lie(Gu)(F ) stably conjugate to Q0.

4. Let t ∈ [T̂w0 ]Γ and tq0 be its image under the dual of Ad(q−1
0 ) : S0 → Tw0 . Then

〈inv(Q0, Qλ), tq0〉−1 = λ(t)

Proof: Recall from [DR09, §2.8] the equations

q−1
λ uFiG(qλ) = tλẇ q−1

0 FiG(q0) = ẇ

where tλ = λ(π). The inner twist ψ is unramified, so Qλ ∈ Lie(Sλ)(Fu). To
prove that Qλ ∈ Lie(Sλ)(F ) it is enough to show that it is fixed by FiGu =
Ad(u) ◦ FiG.

Ad(u)FiG(Qλ) = Ad(u)FiGAd(qλq
−1
0 )Q0

= Ad(uFiG(qλq
−1
0 ))Q0

= Ad(qλẇFiG(q−1
0 )Q0

= Ad(qλẇẇ
−1q−1

0 )Q0

= Qλ

This proves the first assertion.

By construction the element inv(Q0, Qλ) is given by the cocycle

σ 7→ q0q
−1
λ uσ(qλq

−1
0 )

We compute the value of this cocycle at Fi

q0q
−1
λ uFiG(qλq

−1
0 ) = q0tλẇFiG(q−1

0 )

= Ad(q0)(tλẇ(q−1
0 FiG(q0))−1)

= Ad(q0)(tλ)

This proves the second assertion.

The third assertion follows immediately from the second and Lemma 2.1.5 (or
rather from its Lie-algebra analog, which is proved in exactly the same way).

Finally, by functoriality of the Tate-Nakayama pairing we have

〈inv(Q0, Qλ), tq0〉−1 = 〈Ad(q−1
0 )inv(Q0, Qλ), t〉−1

By the second assertion and Lemma 2.3.4 the element Ad(q−1
0 )(inv(Q0, Qλ))−1

of H1(Γ, Tw0 ) is the image of λ under the Tate-Nakayama isomorphism

H−1
Tate(Γ, X∗(T

w
0 ))→ H1(Γ, Tw0 )

and hence by Lemma 2.3.2 we have

〈Ad(q−1
0 )inv(Q0, Qλ)−1, t〉 = λ(t)
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6.2 A reduction formula for the unstable character

We now return to the computation of Θt
υ,u.

The map
[XΓ]tor → Irr(Cυ), λ 7→ ρλ

identifies [r−1(u)] with Irr(Cυ, u). Since it is given simply by restriction of char-
acters, we have tr ρλ(t) = λ(t). Moreover e(Gu) = ε(G,Gu), so

Θt
υ,u = ε(G,Gu)

∑
λ∈[r−1(u)]

λ(t)Θπu(υ,ρλ)

Our first goal is to use the results of [DR09, §9,§10] to derive a formula for
Θπu(υ,ρλ) which is suitable for our purposes. Recall that there is a regular
depth-zero character θ : Tw0 (F ) → C× determined by the Langlands param-
eter υ.

Lemma 6.2.1. Let λ ∈ r−1(u), θλ = Ad(qλ)∗θ, and Qλ ∈ Lie(Sλ)(F ) be any fixed
regular semi-simple element. Then for any γ ∈ Gusr(F )0 and any z ∈ Z(F ) we have

Θπu(υ,ρλ)(zγ) = ε(Gu, AG)θ(z)
∑
Q

R(Guγs , SQ, 1)(γu)[ϕQλ,Q]∗θλ(γs)

where SQ = Cent(Q,Gu) and the sum runs over any set of representatives for the
Guγs(F )-conjugacy classes inside the Gu(F )-conjugacy class of Qλ.

Proof: By [DR09, Lemmas 9.3.1,9.6.2] we know

Θπu(υ,ρλ)(zγ) = ε(Gu, Sλ)θ(z)R(Gu, Sλ, θλ)(γ)

We will apply [DR09, Lemma 10.0.4] to the last factor, but first we want to
study the indexing set of the sum appearing in the formula of that lemma.
This indexing set is

Y := {(S′, θ′) ∈ Ad(Gu(F ))(Sλ, θλ)| γs ∈ S′}/Ad(Guγs(F ))

First we claim that the map

Ad(Gu(F ))Qλ → Ad(Gu(F ))(Sλ, θλ)

Q 7→ ϕQλ,Q(Sλ, θλ)

is a bijection. It is clearly well-defined, and is moreover surjective because if
Ad(g)(Sλ, θλ) belongs to the right hand side, then Ad(g)Qλ belongs to the left
hand side and is a preimage. For the injectivity let

(S′, θ′) = ϕQλ,Q(Sλ, θλ) = ϕQλ,Q′(Sλ, θλ)

Then ϕQ′,Q ∈ Ω(S′, Gu) and ϕQ′,Qθ
′ = θ′. Since θ′ is regular, ϕQ′,Q = 1 and

thus Q′ = Q.

This proves the claimed bijectivity. Moreover, since ϕQλ,Q(Sλ) = SQ and

γs ∈ SQ ⇒ SQ ⊂ Gγs ⇒ Q ∈ Lie(SQ) ⊂ Lie(Guγs)⇒ γs ∈ SQ
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we see that our bijection restricts to the bijection

Ad(Gu(F ))Qλ ∩ Lie(Guγs)(F ) → {(S′, θ′) ∈ Ad(Gu(F ))(Sλ, θλ)| γs ∈ S′}
Q 7→ ϕQλ,Q(Sλ, θλ)

Both sides of this bijection carry a natural action of Guγs(F ) and the bijection is
equivariant with respect to these actions. Thus if we put

Y ′ := [Ad(Gu(F ))Qλ ∩ Lie(Guγs)(F )]/Ad(Guγs(F ))

we obtain a bijection
Y ′ → Y

Applying now [DR09, Lemma 10.0.4] we obtain

Θρλ(zγ) = ε(Gu, Sλ)θ(z)
∑

[Q]∈Y ′
R(Guγs , SQ, 1)(γu)[ϕQλ,Q]∗θλ(γs)

To complete the lemma, we only need to observe that since Sλ/Z is anisotropic,
the maximal split subtorus of Sλ is AG and thus ε(Gu, Sλ) = ε(Gu, AG).

We are now ready to establish the reduction formula for the t-unstable charac-
ter.

Proposition 6.2.2. Let Q0 ∈ Lie(S0)(F ) be a regular semi-simple element, θ0 =
Ad(q0)∗θ, and tq0 be the image of t under the dual of Ad(q−1

0 ). Then for any γ ∈
Gusr(F )0 and any z ∈ Z(F ) the value of Θt

υ,u(zγ) is given by

ε(G,AG)θ(z)
∑
P

[ϕQ0,P ]∗θ0(γs)
∑
Q

〈inv(Q0, Q), tq0〉−1R(Guγs , SQ, 1)(γu)

where P runs over a set of representatives for the Guγs -stable classes of elements of
Lie(Guγs)(F ) which are Gu-stable conjugate to Q0, and Q runs over a set of represen-
tatives for the Guγs(F )-conjugacy classes inside the Guγs -stable class of P .

Proof: For each λ ∈ r−1(u) put θλ = Ad(qλ)∗θ and Qλ = Ad(qλq
−1
0 )Q0. Then

by Lemma 6.1.2 we know that Qλ ∈ Lie(Sλ)(F ) is regular semi-simple, and so
applying Lemma 6.2.1 and using the transitivity of the sign ε(·, ·) we obtain

Θt
υ,u = ε(G,AG)θ(z)

∑
λ∈[r−1(u)]

λ(t)
∑
Q

R(Guγs , SQ, 1)(γu)[ϕQλ,Q]∗θλ(γs)

where the sum runs over the Guγs(F )-conjugacy classes inside the intersection
of the Gu(F )-conjugacy class of Qλ with Lie(Guγs)(F ). We obviously have

[ϕQλ,Q]∗θλ = [ϕQλ,Q]∗[ϕQ0,Qλ ]∗θ0 = [ϕQ0,Q]∗θ0

and thus

Θt
υ,u = ε(G,AG)θ(z)

∑
λ∈[r−1(u)]

λ(t)
∑
Q

R(Guγs , SQ, 1)(γu)[ϕQ0,Q]∗θ0(γs)

Applying again Lemma 6.1.2 we obtain

Θt
υ,u = ε(G,AG)θ(z)

∑
Q′

〈inv(Q0, Q
′), tq0〉−1

∑
Q

R(Guγs , SQ, 1)(γu)[ϕQ0,Q]∗θ0(γs)
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where nowQ′ runs over a set of representatives for theGu(F )-classes inside the
Gu-stable class of Q0, and Q runs over a set of representatives for the Guγs(F )-
classes inside the intersection of the Gu(F )-class of Q′ with Lie(Guγs)(F ).

For any Q′ in the first summation set and Q in the second, we have

inv(Q0, Q
′) = inv(Q0, Q)

because Q′ and Q are Gu(F )-conjugate. Thus we obtain

Θt
υ,u = ε(G,AG)θ(z)

∑
Q

〈inv(Q0, Q), tq0〉−1R(Guγs , SQ, 1)(γu)[ϕQ0,Q]∗θ0(γs)

where now Q runs over a set of representatives for the Guγs(F )-classes inside
the intersection of the Gu-stable class of Q0 with Lie(Guγs)(F ). The sum over
Q can be written again as an iterated sum, where we first sum over Guγs -stable
classes inside the intersection of the Gu-stable class of Q0 with Lie(Guγs)(F ),
and then over Guγs(F )-classes inside each Guγs -stable class. More precisely we
have

Θt
υ,u = ε(G,AG)θ(z)

∑
P

∑
Q

〈inv(Q0, Q), tq0〉−1R(Guγs , SQ, 1)(γu)[ϕQ0,Q]∗θ0(γs)

where P runs over a set of representatives for theGuγs -stable classes of elements
of Lie(Guγs)(F ) which are Gu-stable conjugate to Q0, and Q runs over a set of
representatives for the Guγs(F )-conjugacy classes inside the Guγs -stable class of
P .

Now consider two elements P,Q in the above iterated summation set. By as-
sumption they are Guγs -conjugate, thus ϕP,Q = Ad(g) with g ∈ Guγs . Since
γs ∈ SQ the expression ϕQ,P (γs) is defined and we conclude that it equals γs.
Thus

[ϕQ0,Q]∗θ0(γs) = [ϕP,Q]∗[ϕQ0,P ]∗θ0(γs)

= [ϕQ0,P ]∗θ0(ϕ−1
P,Q(γs))

= [ϕQ0,P ]∗θ0(γs)

Rearranging terms again we arrive at the desired formula for Θt
υ,u.

7 CHARACTER IDENTITIES

In this section we use all the notation established in the previous sections, in
particular all parts of Section 3. Our goal is to prove Theorem 3.4.2.

7.1 Beginning of the proof of Theorem 3.4.2

Lemma 7.1.1. LetD be a diagonalizable group defined over F and split over Fu. Then

D(F ) = Ds(F ) ·

D(F ) ∩
⋂

χ∈X∗(D)

[ker(v ◦ χ)]


where Ds is the maximal split subtorus of D.
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Proof: For any x ∈ D(Fu) the map

λx : X∗(D)→ Z, χ 7→ v(χ(x))

is Z-linear. Sending x to λx defines a homomorphism

D(Fu)→ X∗(D)

which is Γ-equivariant because of the Γ-invariance of v : [Fu]× → Z. A right
inverse of this homomorphism is given by evaluation at π.

Now let x ∈ D(F ). Then λx ∈ X∗(D) is Γ-fixed, and so its image y = πλx ∈
D(Fu) under the right inverse lies in Ds(F ). Thus x = y · (xy−1) is the desired
decomposition.

Lemma 7.1.2. Assume that γ does not belong to Z(F )Gu(F )0. Then both sides of
(3.2) vanish.

Proof: The left hand side vanishes by [DR09, Lemma 9.3.1]. Turning to the
right hand side, assume by way of contradiction that some γH in the sum-
mation set of (3.2) lies in AH(F )H(F )0, and write γH = zx. The admissi-
ble isomorphism ϕγH ,γ sends x into Gu(F )0 and because H is elliptic it maps
AH(F ) to AG(F ). Thus γ = ϕγH ,γ(γH) ∈ AG(F )Gu(F )0 contradicting the
assumption of the lemma. We conclude that all γH occurring in the sum-
mation set of (3.2) lie outside of AH(F )H(F )0. But by the previous lemma,
ZH(F )H(F )0 = AH(F )H(F )0, because the set

ZH(F ) ∩
⋂

χ∈X∗(ZH)

[ker(vF ◦ χ)]

lies in the maximal bounded subgroup of TH0 (F ). By [DR09, Lemma 9.3.1] the
left hand side of (3.2) also vanishes.

Corollary 7.1.3. If equation (3.2) holds for all strongly regular semi-simple γ ∈
Gu(F )0, then it holds for all strongly-regular semi-simple γ ∈ Gu(F ).

Proof: By Lemma 7.1.2 equation (3.2) holds trivially if γ does not belong to
Z(F )Gu(F )0. By Lemma 7.1.1 we have Z(F )Gu(F )0 = AG(F )Gu(F )0, so it
is enough to prove equation (3.2) for strongly regular semi-simple elements
γ = zγ′with z ∈ AG(F ) and γ′ ∈ Gu(F )0. By Proposition 6.2.2 we know the be-
havior of the unstable character under central translations, namely Θs

υ,u(zγ) =
θ(z)Θs

υ,u(γ) and thus using the assumption of the corollary we have

Θs
υ,u(zγ) = θ(z)

∑
γH∈Hsr(F )/st

∆ψ,u(γH , γ)
D(γH)2

D(γ)2
SΘυH (γH)

= θH(η(z))λG(z)
∑

γH∈Hsr(F )/st

∆ψ,u(γH , γ)
D(γH)2

D(γ)2
SΘυH (γH)

where for the second equality we have invoked Lemma 5.1.1. Using [LS87,
Lemma 4.4.A] and the obvious invariance of the terms D(γ) and DH(γH) un-
der central translations this can be written as

=
∑

γH∈Hsr(F )/st

∆ψ,u(η(z)γH , zγ)
D(η(z)γH)2

D(zγ)2
SΘυH (η(z)γH)

=
∑

γH∈Hsr(F )/st

∆ψ,u(γH , zγ)
D(γH)2

D(zγ)2
SΘυH (γH)

which was to be shown.
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7.2 A reduction formula for the endoscopic lift of the stable character

Lemma 7.2.1. Let J be an unramified F -group and y ∈ J(F ) be a topologically
semi-simple element belonging to a hyperspecial maximal compact subgroup. Let γ be
an element of either J(F ) or Lie(J)(F ) for which Cent(γ, J) ⊂ Jy . Then the finite
group Jy(F )/Jy(F ) acts simply transitively on the set of Jy-stable classes inside the
Jy-stable class of γ.

Proof: Clearly Jy(F ) acts on the Jy-stable class of γ, and Jy(F ) preserves each
Jy-stable class inside, so that we obtain an action of Jy(F )/Jy(F ) on the set of
Jy-stable classes inside the Jy-stable class of γ.

Consider the sequence

1→ Jy(F )→ Jy(F )→ π0(Jy)(F )→ H1(F, Jy)→ H1(F, Jy)

By [Kot86, Prop 7.1] the last arrow has trivial kernel, which implies that the
third arrow is surjective, so that we have a short exact sequence

1→ Jy(F )→ Jy(F )→ π0(Jy)(F )→ 1

Let γ′ be Jy-stably conjugate to γ, and pick g ∈ Jy(F ) s.t. Ad(g)γ = γ′ and
g−1σ(g) ∈ Jγ ⊂ Jy for any σ ∈ Γ. Then the image ḡ ∈ π0(Jy) of g belongs to
π0(Jy)(F ). Let h ∈ Jy(F ) be a preimage of ḡ. Then Ad(h)γ and γ′ are stably
conjugate by gh−1 ∈ Jy(F ). This proves transitivity.

To show simplicity, let γ′ by Jy-stably conjugate to γ and pick h ∈ Jy(F ) s.t.
Ad(h)γ = γ′. If g ∈ Jy(F ) is also an element s.t. γ′ = Ad(g)γ, then h−1g ∈
Cent(γ, J) ⊂ Jy so g ∈ Jy(F ) ∩ Jy(F ) = Jy(F ).

Remark: The same proof shows that under the same assumptions, the finite
group Jy(F )/Jy(F ) acts simply transitively on the set of AdJy(F )-orbits in
AdJy(F )γ ∩ Jy(F ).

Recall from Section 3.1 the maximal tori S0 ⊂ G and Sλ ⊂ Gu for λ ∈ r−1(u).

Lemma 7.2.2. Let γ′ ∈ Gu(F ) be a strongly-regular semi-simple element. Assume
that for some λ ∈ r−1(u) we have γ′s ∈ Sλ(F ). Then there exists a γ ∈ G(F ) stably
conjugate to γ′ s.t. γs ∈ S0(F ).

Proof: By construction we know that Ad(q0q
−1
λ ) : Sλ → S0 is an isomorphism

over F . Put t = Ad(q0q
−1
λ )γ′s. Then t, being topologically semi-simple, belongs

to the maximal bounded subgroup of S0(F ) and thus lies in G(OF ). It follows
form [Kot86, Prop. 7.1] that Gt is quasi-split. The map Ad(q0q

−1
λ ) : Guγs →

Gt is a twist and so there exists an i ∈ Gt(F ) s.t. if T ′ = Cent(γ′, Guγ′s) and
f = Ad(iq0q

−1
λ ) then the torus T := f(T ′) and the isomorphism f : T ′ → T

are defined over F . Put γ = f(γ′). By construction γs = t and f is a (ψ, u)-
equivalent twist, so γ is the element we want.

Remark: The same proof can be applied to an element γH ∈ H(F ) and the
trivial twist (id, 1) : H → H .

Lemma 7.2.3. Let γ ∈ G(F )0 and γH ∈ H(F )0 be a pair of related strongly G-
regular elements s.t. γs ∈ S0(F ) and γHs ∈ SH0 (F ). Then the admissible isomorphism
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ϕγH ,γ makes HγHs
into an endoscopic group for Gγs . If ∆0 and ∆′0 denote the trans-

fer factors for (G,H) and (Gγs , HγHs
, ϕγH ,γ) normalized with respect to admissible

splittings (in the sense of [Hal93, §7]) then one has

∆0(γH , γ) = ∆′0(γHu , γu)

Proof: By [Kot86, Prop. 7.1] both groups HγHs
and Gγs are unramified, so they

fall in the framework of [Hal93] and one has the normalization ∆′0 of the trans-
fer factor with respect to an admissible splitting. We want to apply [Hal93,
Thm. 10.18] to conclude

∆0(γH , γ) = ∆′0(γH , γ)

This theorem has two requirements. One is p > eG + 1, which is given in
the statement of the theorem, and which we are assuming. The other one is
γ ∈ G(OF ) and γH ∈ H(OF ), which is a general requirement for the whole
section 10 in loc. cit. However, tracing through the arguments of that section
one sees that up to the proof of Thm. 10.18, the only property of γ and γH

which is used is that fact that they are compact and so have a topological Jor-
dan decomposition, together with the fact that homomorphisms preserve the
topological Jordan decomposition and the knowledge of its explicit form for
elements of extensions of F . In the proof of Thm. 10.18 the elements γH and
γ are replaced by high powers of themselves, let’s call them γ′H and γ′, which
are very close (and can be made arbitrarily close) to γHs and γs. Then Lemma
8.1. of loc. cit. is involved for the pair (γ′H , γ′). For that Lemma it is essential
that γ′H ∈ H(OF ) and γ′ ∈ G(OF ). But from our assumptions it follows that
γHs ∈ H(OF ) and γs ∈ G(OF ), and since these groups are open, and the ele-
ments γ′H and γ′ can be made arbitrarily close to γHs and γs, Lemma 8.1 can be
invoked.

Thus we conclude that
∆0(γH , γ) = ∆′0(γH , γ)

By [LS90, §3.5] there exists a character λ : ZGγs (F ) → C× s.t. for all strongly
regular elements zH ∈ HγHs

(F ) and z ∈ Gγs(F ) one has

∆′0(zHγHs , zγs) = λ(γs)∆
′
0(zH , z)

Thus
∆′0(γH , γ)

∆′0(γHu , γu)
= λ(γs) =

∆′0(zHγHs , zγs)

∆′0(zH , z)

We choose z to lie in an unramified torus T ⊂ Gγs . Then

∆′0(zHγHs , zγs)

∆′0(zH , z)
= 〈a, γs〉

where 〈a, ·〉 is a character T (F ) → C× constructed in [LS87, §3.5]. By [Hal93,
Lemma 11.2] this character is unramified, and thus takes trivial value at γs. It
follows that

∆′0(γH , γ) = ∆′0(γHu , γu)

and the proof is complete.
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Lemma 7.2.4. For γ ∈ G(F )0 the expression∑
γH∈Hsr(F )/st

∆0(γH , γ)
D(γH)2

D(γ)2
SΘυH (γH) (7.1)

is equal to∑
y

∑
ξ

|Hy(F )/Hy(F )|−1
∑

z∈Hy(F )sr/st

∆0,y,ξ(z, γu)
DHy (z)2

DGγs
(γu)2

SΘυH (yz) (7.2)

where y runs over a subset of SH0 (F ) consisting of representatives for the stable classes
of preimages of γs which lie in SH0 (F ), ξ runs over the (Hy, Gγs)-equivalence classes
of admissible embeddings mapping y to γs, and ∆0,y,ξ is the absolute transfer factor
for (Hy, Gγs , ξ) normalized with respect to an admissible splitting.

Proof: The sum of the first expression runs over the set of stable classes of
strongly-regular semi-simple elements in H(F ). If γH ∈ H(F ) is strongly-
regular semi-simple, but γHs does not lie in a torus which is stably conjugate to
SH0 , then by Proposition 6.2.2 we have SΘυH (γH) = 0. Moreover if γHs is not
a preimage of γs, then γH is not a preimage of γ and so ∆0(γH , γ) = 0. Thus
if ΓH ⊂ H(F ) is the set of strongly-regular semi-simple elements γH for which
γHs is a preimage of γs and lies in a torus stably conjugate to SH0 , then we may
restrict the summation in the first expression to ΓH/st. Let Y ⊂ SH0 (F ) be a
set of representatives for the stable classes of those elements of SH0 (F ) which
occur as the topologically semi-simple parts of elements in ΓH . We claim that
we have a surjective map

p : ΓH/st→ Y

By Lemma 7.2.2 and the remark thereafter every stable class C ⊂ ΓH has a
representative γH s.t. γHs ∈ SH0 (F ). By construction there exists y ∈ Y stably
conjugate to γHs . By [Kot86, Prop. 7.1] there exists h ∈ H(OF ) s.t. Ad(h)γHs = y.
But then Ad(h)γH ∈ C. We see that there are elements in C whose topologically
semi-simple parts lie in Y . If γH , γ′H ∈ C are two such elements, then their sta-
ble conjugacy implies the stable conjugacy of their topologically semi-simple
parts, but by construction of Y this means that their topologically semi-simple
parts are actually equal. Thus we may define p(C) by choosing any γH ∈ C
with γHs ∈ Y and sending it to γHs .

Next we claim that for every y ∈ Y we have a surjective map

[Hy(F )](H,y)−sr,tu/st→ p−1(y), z 7→ yz

whose fibers are torsors under Hy(F )/Hy(F ). Here [Hy(F )](H,y)−sr,tu denotes
the set of topologically unipotent elements z ∈ Hy(F ) for which yz is H-
strongly regular, and st is stable conjugacy in Hy . It is immediate that this
map is well-defined and surjective. We claim that each fiber constitutes a sin-
gle Hy-stable class. If z, z′ lie in the same fiber, then there exists h ∈ H(F ) s.t.
Adh(yz) = yz′. But then Adh(y) = y, so h ∈ Hy(F ), and Adh(z) = z′, which
shows that z, z′ lie in the same Hy-stable class. Conversely if z, z′ lie in the
same Hy-stable class then they clearly lie in the same fiber. From Lemma 7.2.1
it now follows that the fibers are torsors under Hy(F )/Hy(F ).

We conclude that expression (7.1) is equal to∑
y∈Y
|Hy(F )/Hy(F )|−1

∑
z∈[Hy(F )](H,y)−sr,tu/st

∆0(yz, γ)
D(yz)2

D(γ)2
SΘυH (yz) (7.3)
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Consider y, z contributing to the above expression. If (yz, γ) is not a pair of
(G,H)-related elements, then ∆0(yz, γ) = 0. Now assume that (yz, γ) is a
related pair. Then (z, γu) is a pair of (Gγs , Hy, ϕyz,γ)-related elements, and from
Lemma 7.2.3 we know that

∆0(yz, γ) = ∆0,y,ϕyz,γ (z, γu)

Moreover, if ξ is a (G,H)-admissible embedding carrying y to γs but not equiv-
alent toϕyz,γ , the pair (z, γu) is not (Gγs , Hy, ξ)-related, and thus ∆0,y,ξ(z, γu) =
0. It follows that

∆0(yz, γ) =
∑
ξ

∆0,y,ξ(z, γu)

where ξ runs over the set of (Gγs , Hy)-equivalence classes of (G,H)-admissible
embeddings carrying y to γs. As in the proof of [Hal93, Lem. 8.1] we have

D(γ) = DGγs
(γu) and D(yz) = DHy (z)

Thus expression (7.3) equals

∑
y∈Y

∑
ξ

|Hy(F )/Hy(F )|−1
∑
z

∆0,y,ξ(z, γu)
DHy (z)2

DGγs
(γu)2

SΘυH (yz)

where z runs as in (7.3). Finally, note that every z ∈ Hy(F )sr which is a
(Gγs , Hy, ξ)-preimage of γu automatically belongs to the set [Hy(F )](H,y)−sr,tu.
Hence we may extend the summation over z to all of Hy(F )sr. Also if y ∈
SH0 (F ) is a preimage of γs but does not belong to Y , then Hy(F ) does not con-
tain a (Gγs , Hy, ξ)-preimage of γu for any ξ, and thus the terms ∆0,y,ξ(z, γu)
vanish for all ξ and z. Hence we may add to Y representatives for the stable
classes of such elements without changing the value of the sum. But then the
expression we obtain is (7.2).

Corollary 7.2.5. If γ ∈ Gu(F )0 is a strongly regular semi-simple element which does
not have a stable conjugate γ′ ∈ G(F )0 with γ′s ∈ S0(F ), then both sides of Equation
(3.2) vanish.

Proof: Consider first the left hand side. In view of Proposition 6.2.2, it vanishes
unless γs lies in the centralizer of some Q ∈ Lie(Gu)(F ) stably conjugate to
Q0. But such a Q is then rationally conjugate to Qλ for some λ ∈ r−1(u) and
hence replacing γ by a rational conjugate we may assume γs ∈ Sλ. Thus, by
Lemma 7.2.2, the non-vanishing of the left hand side of Equation (3.2) implies
the existence of γ′ as claimed.

We now turn to the right hand side. Let γ̃ ∈ G(F )0 be any stable conjugate of
γ. By Lemma 7.2.4, the right hand side of Equation (3.2) vanishes at γ̃ unless
there exists a triple (y, ξ, z) s.t. y ∈ SH0 (F ) is a preimage of γ̃s, ξ is a (G,H)-
admissible embedding s.t. ξ(y) = γ̃s, and z ∈ Hy(F ) is a (Gγ̃s , Hy, ξ)-preimage
of γ̃u. By Lemma 5.1.1 the map

SH0
Ad(qH0 )−1

- TH,w
H

0

η−1
- Tw0

Ad(q0)- S0

is an admissible isomorphism defined over F . Let y′ be the image of y under
this isomorphism. Then Gy′ is quasi-split by [Kot86, Prop. 7.1] and so there ex-
ists z′ ∈ Gy′(F ) which is an image of z. But then γ′ = y′z′ is a stable conjugate
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of γ̃, hence of γ. Thus the non-vanishing of the right hand side of Equation
(3.2) at γ̃ implies the existence of γ′ as claimed. But since γ and γ̃ are stably
conjugate, the non-vanishing of said expression at γ is equivalent to its non-
vanishing at γ̃, since the value at γ̃ differs from the value at γ by a non-zero
multiplicative factor.

7.3 Lemmas about transfer factors

In this section G′ is an unramified F -group and (H ′, s, Lη) is an unramified
extended endoscopic triple for G′. Let (T ′0, B

′
0) be a Borel pair of G′ over F . We

choose hyperspecial points in the buildings ofG′ andH ′, s.t. the one forG′ lies
in the apartment of T ′0. We also choose an admissible splitting (T ′0, B

′
0, {X ′α})

for G′ in the sense of [Hal93, §7]. Then we have the transfer factors normalized
with respect to that splitting both on the group level ([LS87, §3.7]), as well as
on the Lie algebra level ([Kot99]). We will call both these transfer factors ∆0, as
there will be no possibility of confusion between the two.

Lemma 7.3.1. For any semi-simple strongly regular topologically unipotent γH ∈
H ′(F ) and γ ∈ G′(F ), we have

∆0(γH , γ)
D(γH)2

D(γ)2
= ∆0(log(γH), log(γ))

D(log(γH))

D(log(γ))

Proof: We choose a positive integer m with the property that the sequences

γk = γp
km

γHk = [γH ]p
km

converge to 1 (cf. [DR09, §7]), and put

XH = log(γH), X = log(γ), XH
k = log(γHk ), Xk = log(γk)

As argued in [Hal93, §10] we have

∆0(γH2k, γ2k)
D(γH2k)2

D(γ2k)2
= |pkm|−N∆0(γH , γ)

where N is the number of roots in G′ outside H ′. By the same arguments one
also has

∆0(XH
2k, X2k)

D(XH
2k)

D(X2k)
= |pkm|−N∆0(XH , X)

D(XH)

D(X)

Thus it will be enough to show the equality claimed in the lemma with γH , γ
replaced by γH2k, γ2k for some k which we may freely choose.

As argued in [Wal97, §2.3], there exists a positive integer K s.t. for all k > K

∆0(γH2k, γ2k)
D(γH2k)

D(γ2k)
= ∆0(XH

2k, X2k)

We now claim that, after potentially increasing K, we have

D(γH2k) = D(XH
2k) D(γ2k) = D(X2k)

For this it is enough to show that if T ⊂ G′ is a maximal torus with Lie algebra
t ⊂ g′ and Y ∈ t(F ) is small enough then for all roots α ∈ R(T,G′) we have

|α(exp(Y ))− 1| = |dα(Y )|
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First

|α(exp(Y ))− 1| = | exp(dα(Y ))− 1| = |dα(Y ) +
∑
k>1

dα(Y )k

k!
|

Let E/F be the extension splitting T , and let vE be the unique valuation on
E extending that on F (here we deviate from our usual notation). Putting
u = dα(Y ), we have by a computation similar to the proof of [DR09, B.1.1]

vE(
uk

k!
) = kvE(u)− eA(k) > kvE(u)− (k − 1)

where as in loc. cit. A(k) =
∑
i>0b

k
pi c and e is the ramification degree of F/Qp.

Thus if vE(u) ≥ 1 then for all k > 1

vE(
uk

k!
) > vE(u)

from which follows

|u+
∑
k>1

uk

k!
| = |u|

This finishes the proof of the claim about D and the lemma follows.

Lemma 7.3.2. Let S ⊂ G′ be a maximal torus defined over OF . Let Q ∈ Lie(S)(OF )
be a semi-simple element whose image in G′(kF ) is regular, and let QH be any preim-
age of Q in h′(F ). Then

∆0(QH , Q) = 1

Proof: For α ∈ R(S,G′) let aα = dα(Q). As Kottwitz observes in [Kot99], this
defines a-data for R(S,G′) and with respect to that a-data, ∆II(Q

H , Q) = 1. To
show that ∆I(Q

H , Q) = 1 we adapt the argument of [Hal93, Lem. 7.2]. The
assumption on Q implies that aα ∈ O×Fu . Then as in loc. cit. we see that the
cocycle m(σS) constructed in [LS87, §2.3] takes values in G′(OFu). Since the
torus T ′0 is also defined over OFu , there exists g ∈ G′(OFu) s.t. S = Ad(g)T ′0.
Thus the cocycle Ad(g)−1m(σS) of Γ in S(F ) takes values in S(OFu) and is thus
cohomologically trivial. But ∆I(Q

H , Q) is the value of a character on H1(Γ, S)
at that cocycle.

Lemma 7.3.3. Let γH ∈ H ′(F ) and γ ∈ G′(F ) be semi-simple, strongly regular, and
topologically unipotent. Then γ is an image of γH if and only if log(γ) is an image of
log(γH).

Proof: We define γHk , γk, X
H , X,XH

k , Xk as in the proof of Lemma 7.3.1. It is
clear that γ is an image of γH if and only if γk is an image of γHk for some (then
any) k. The same holds for the X’s. This reduces the proof to the case where
the elements are near the identity, in which case it is clear.

7.4 Completion of the proof of Theorem 3.4.2

By Corollaries 7.1.3 and 7.2.5 it is enough to prove Equation (3.2) for all strongly
regular semi-simple elements γ ∈ Gu(F )0 which have a stable conjugate γ′ ∈
G(F )0 s.t. γ′s ∈ S0(F ). Fix such a pair γ, γ′ and consider the value at γ of the
right hand side of Equation (3.2):
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∑
γH∈Hsr(F )/st

∆ψ,u(γH , γ)
D(γH)2

D(γ)2
SΘυH (γH) (7.4)

By construction of ∆ψ,u we have

∆ψ,u(γH , γ) = εL(V, ψ)∆0(γH , γ′)〈inv(γ′, γ), ϕ̂γ′,γH (s)〉−1

where ∆0 is the absolute transfer factor for (G,H) normalized with respect to
the splitting chosen in section 3.2. By Lemma 5.1.1 the map

SH0
Ad(qH0 )−1

- TH,w
H

0

η−1
- Tw0

Ad(q0)- S0

is an admissible isomorphism defined over F . We fix Q0 ∈ Lie(S0)(F ) satisfy-
ing the requirements of the element XS in [DR09, Lemma 12.4.3], and let QH0
be the preimage of Q0 under this embedding. Then QH0 also satisfies the same
requirements.

We now apply Lemma 7.2.4 and Proposition 6.2.2 to conclude that (7.4) equals

εL(V, ψ)ε(H,AH)
∑
y

∑
ξ

|Hy(F )/Hy(F )|−1
∑
PH

[ϕQH0 ,PH ]∗θ
H
0 (y)

〈inv(γ′, γ), ϕ̂γ′,γH (s)〉−1
∑

z∈Hy(F )sr/st

∆0,y,ξ(z, γ
′
u)

DHy (z)2

DGγ′s
(γ′u)2∑

QH

R(Hy, SQH , 1)(z) (7.5)

Let us recall the summation sets. y runs over a set Y ⊂ SH0 (F ) representing
the stable classes of preimages of γ′s which intersect SH0 (F ), ξ runs over the
(Gγ′s , Hy)-equivalence classes of (G,H)-admissible embeddings which map y
to γ′s, PH runs over a set of representatives for the Hy-stable classes of ele-
ments of Lie(Hy)(F ) which are H-stably conjugate to QH0 , z runs over the sta-
ble classes of strongly regular elements in Hy(F ), and QH runs over a set of
representatives for the Hy(F )-classes inside the Hy-stable class of PH .

Consider a triple (y, ξ, PH). SinceGγ′s is quasi-split, there exists an (Gγ′s , Hy, ξ)-
image P ′ ∈ Lie(Gγ′s)(F ) of PH , unique up to stable conjugacy. We claim that
the map

p : (y, ξ, PH) 7→ P ′

is a surjection from the set of triples (y, ξ, PH) occurring in (7.5) to the set
of Gγ′s -stable classes of elements of Lie(Gγ′s)(F ) stably conjugate to Q0, and
moreover that the fiber of this surjection through (y, ξ, PH) is a torsor under
Hy(F )/Hy(F ) for the action of this group by conjugation on all factors of the
triple (the first factor is of course fixed by this action).

To see surjectivity, choose P ′ in the target of p. Let ỹ = ϕP ′,QH0 (γ′s). There exists
a y ∈ Y stably conjugate to ỹ. By [Kot86, Prop. 7.1] there exists h ∈ H(OF ) s.t.
Ad(h)ỹ = y. Put PH = Ad(h)QH0 . Then (y, ϕPH ,P ′ , P

H) is a preimage of P ′

under p.

Now let (y, ξ, PH) be an element in the source of p and let P ′ be its image. We
claim that the map

p̃ : P̃H 7→ (y, ϕP̃H ,P ′ , P̃
H)
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is an Hy(F )/Hy(F )-equivariant bijection from the set of Hy-stable classes in-
side theHy-stable class of PH to the fiber of p through (y, ξ, PH). Once this has
been shown, the claim about the fibers of p will follow from Lemma 7.2.1.

Indeed, let P̃H be Hy-stably conjugate to PH . Then ϕP̃H ,PH (y) = y and more-
over since P ′ is a (Gγ′s , Hy, ξ)-image of PH we have ϕPH ,P ′(y) = γ′s. This
implies ϕP̃H ,P ′(y) = γ′s and we see that (y, ϕP̃H ,P ′ , P̃

H) belongs to the tar-
get of the proposed map p̃. If P̃H is replaced by an Hy-stable conjugate, then
ϕP̃H ,P ′ remains within its equivalence class. We see that p̃ is a well-defined
and Hy(F )/Hy(F )-equivariant map as claimed. It is clearly injective. To show
surjectivity, let (ỹ, ξ̃, P̃H) ∈ p−1(P ′). By definition of the map p, we must
have that ξ̃ and ϕP̃H ,P ′ are (Gγ′s , Hỹ)-equivalent and ỹ = ϕP ′,P̃H (γ′s) and so
we only have to show that P̃H and PH are Hy-stably conjugate. We have
ϕPH ,P ′(y) = γ′s = ϕP̃H ,P ′(ỹ). But recall that PH and P̃H are H-stably conju-
gate. Thus ϕPH ,P̃H is defined and since ϕP̃H ,P ′ = ϕPH ,P ′ ◦ ϕP̃H ,PH we have
ϕPH ,P̃H (y) = ỹ. But Y contains only one element per stable class, which forces
y = ỹ, and so ϕPH ,P̃H (y) = y, i.e. PH and P̃H are Hy-stably conjugate. This
conclude the proof of the claim about the map p.

Consider a triple (y, ξ, PH) contributing to (7.5) and let P ′ be its image under
p. We focus on the part of (7.5) given by

〈inv(γ′, γ), ϕ̂γ′,γH (s)〉−1
∑

z∈Hy(F )sr/st

∆0,y,ξ(z, γ
′
u)

DHy (z)2

DGγ′s
(γ′u)2∑

QH

R(Hy, SQH , 1)(z) (7.6)

The map ϕγ′,γ defines an inner twist Gγ′s → Guγs and maps γ′u to γu. From this
it follows that DGγ′s

(γ′u) = DGuγs (γu), and inv(γ′, γ) = inv(γ′u, γu) = inv(X ′, X),
where X ′ = log(γ′u), X = log(γu). All z which are preimages of γ′u are topolog-
ically unipotent, so we may restrict the sum over z to the topologically unipo-
tent elements. Put Z = log(z). We will use Lemma 7.3.1 with G′ = Gγ′s and
H ′ = Hy . By [Kot86, Prop. 7.1] these groups are unramified and come with
fixed hyperspecial maximal compact subgroups. We see that (7.6) equals

〈inv(X ′, X), ϕ̂γ′,γH (s)〉−1
∑

Z∈hy(F )sr/st

∆0,y,ξ(Z,X
′)
Dhy (Z)

Dgγ′s
(X ′)∑

QH

R(Hy, SQH , 1)(z) (7.7)

The function

∆0,y,ϕγ′,γ◦ξ(Z,X) := ∆0,y,ξ(Z,X
′)〈inv(X ′, X), ϕ̂γ′,γH (s)〉−1

is a transfer factor for (guγs , hy, ϕγ′,γ ◦ ξ). Applying [DR09, Lem. 12.4.3] we
conclude that (7.7) equals∑

Z∈hy(F )sr/st

∆0,y,ϕγ′,γ◦ξ(Z,X)
Dhy (Z)

Dgγs
(X)

∑
QH

ε(Hy, AHy )µ̂
Hy
QH

(Z) (7.8)

Here µ̂Hy
QH

is the Fourier transform (with respect to the transfer to hy of the
bilinear form B and the character ψ) of the orbital integral at QH on hy(F ).
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We will now apply [Wal97, Conj. 1.2], which is now a theorem due to the work
of [Wal97], [Wal06], [HCL07] and [Ngo08]. According to it, (7.8) equals

γψ(guγs)γψ(hy)−1ε(Hy, AHy )
∑
Q

∆0,y,ϕγ′,γ◦ξ(P
H , Q)µ̂

Guγs
Q (X) (7.9)

where Q runs over a set of representatives for the conjugacy classes of regular
semi-simple elements in guγs(F ).

For a moment we consider the signs in (7.9). The groupHy contains SH0 , which
is an elliptic maximal torus of H . Thus the inclusion ZH → ZHy restricts to
an isomorphism AH → AHy . The group Gγ′s contains S0, which is an elliptic
maximal torus of G, and again we get an isomorphism AG → AGγ′s

. The group
Guγs is an inner twist of Gγ′s and so we have an isomorphism AGγ′s

→ AGuγs .
Finally since H is elliptic for G, the natural inclusion ZG → ZH restricts to an
isomorphism AG → AH . All in all this gives an isomorphism AHy → AGuγs .
Using this and the transitivity of the sign ε(·, ·) we conclude

ε(Hy, AHy ) = ε(Hy, Gγ′s)ε(Gγ′s , G
u
γs)ε(G

u
γs , AGuγs )

From [DR09, §12.3] we know

ε(Gγ′s , G
u
γs) = γψ(gγ′s)γψ(guγs)

−1

while from Proposition 4.0.2 we know

ε(Hy, Gγ′s) = γψ(hy)γψ(gγ′s)
−1

It follows that (7.9) equals∑
Q

∆0,y,ϕγ′,γ◦ξ(P
H , Q)ε(Guγs , AGuγs )µ̂

Guγs
Q (X) (7.10)

where Q runs over the same set as in (7.9).

Now there is a natural injection from the set of Guγs -stable classes of regular
semi-simple elements in guγs(F ) to the set of Gγ′s -stable classes of regular semi-
simple elements in gγ′s(F ). Since elliptic tori transfer to inner forms, this injec-
tion restricts to a bijection between those stable classes which are stably con-
jugate to Q0 under Gu resp. G. Let P ∈ gγs(F ) be an element whose class
corresponds to that of P ′ under this bijection. Then (7.10) equals∑

Q

∆0,y,ξ(P
H , Q0)〈inv(Q0, Q), sq0〉−1ε(Guγs , AGuγs )µ̂

Guγs
Q (X) (7.11)

where Q runs over the set of Guγs(F )-conjugacy classes inside the Guγs -stable
class of P .

The torus S0 ⊂ Gγ′s and the element Q0 satisfy the requirements of Lemma
7.3.2. Moreover the element Q satisfies the requirements of [DR09, Lem 12.4.3]
on the element XS . Thus (7.11) equals∑

Q

〈inv(Q0, Q), sq0〉−1R(Guγs , SQ, 1)(γu) (7.12)

where Q runs over the same set as in (7.11).
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To recapitulate, if we compose the map p with the bijection P ′ 7→ P discussed
in the preceding paragraph, we obtain a map

(y, ξ, PH) 7→ P

which is a surjection on the set ofGuγs -stable classes of elements of guγs(F ) which
are stably conjugate to Q0, and the fiber of that surjection through (y, ξ, PH) is
a torsor under Hy(F )/Hy(F ). This of course follows from the corresponding
property of the map p. Moreover, if a triple (y, ξ, PH) maps to P , then its con-
tribution to (7.5) equals (7.12).

Before we apply this to the expression (7.5), we need to note that if (y, ξ, PH)
maps to P , then since ϕP,PH (γs) = y we have

[ϕQH0 ,PH ]∗θ
H
0 (y) = [ϕPH ,P ]∗[ϕQH0 ,PH ]∗θ

H
0 (γs)

= [ϕQ0,P ]∗[ϕQH0 ,Q0
]∗θ

H
0 (γs)

= [ϕQ0,P ]∗θ0(γs)

where the last equality follows from Lemma 5.1.1.

With this in mind, we see that (7.5) equals

εL(V, ψ)ε(H,AH) ·
∑
P

[ϕQ0,P ]∗θ0(γs)∑
Q

〈inv(Q0, Q), sq0〉−1R(Guγs , SQ, 1)(γu) (7.13)

where P runs over a set of representatives for the Guγs -stable classes of ele-
ments in guγs(F ) which are Gu-stably conjugate to Q0, and Q runs over a set of
representatives for the Guγs(F )-conjugacy classes inside the Guγs -stable class of
P .

Again using the transitivity of ε(·, ·) and the isomorphism AG ∼= AH we can
write

ε(H,AH) = ε(H,G)ε(G,AG)

and thus using Proposition 4.0.2 we see that (7.13) equals

ε(G,AG)
∑
P

[ϕQ0,P ]∗θ0(γs)
∑
Q

〈inv(Q0, Q), sq0〉−1R(Guγs , SQ, 1)(γu) (7.14)

with both sums as in (7.13). By Proposition 6.2.2 this is the left hand side of
Equation (3.2). This completes the proof of Theorem 3.4.2.
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